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R E S U M E N

El desarrollo del presente trabajo de tesis se motiva principalmente
a las microrredes eléctricas como una solución a los problemas de
desigualdad energética en sectores conurbados y rurales que han
sido afectados por los diseños centralizados a las ciudades. Basado
principalmente en el control de convertidores de corriente directa a
corriente directa (CD-CD), se selecciona una topología adecuada por
su alta razón de conversión, bajo peso y sin utilizar transformador,
en donde se desarrolla sus modelos en larga y pequeña señal para su
posterior utilidad.

Esta tesis estudia las bases y guías de la topología ASL-SU2C que
tiene una celda multiplicadora de inductores y capacitores, incluyendo
el modelado en un enfoque clásico utilizando las leyes de Kirchhoff y
Ohm, además de su representación en energía usando flujos y cargas
por medio de la teoría de puertos-Hamiltonianos.

El estudio del control se divide esencialmente en dos partes, el
control lineal y el no lineal. En la primera se emplean dos esque-
mas de control para un lazo simple y un lazo doble (comúnmente
llamado control en cascada). Se lleva a cabo el desarrollo y análisis
de estabilidad denominado σ-estabilidad, metodología en la que se
busca generar un espacio paramétrico que marque gráficamente los
límites de estabilidad y cierre en regiones de estabilidad a través de
un desplazamiento en el eje imaginario del plano complejo, entonces,
se logra el máximo decaimiento exponencial como consecuencia.

La segunda parte de la tesis es basada principalmente en la teoría
de puertos Hamiltonianos y bajo el espíritu de Lyapunov para ase-
gurar estabilidad global asintótica (EGA). Adicionalmente se realiza
el estudio de un estimador de incertidumbres basado en la teoría de
Inmersión e Invariancia (I&I) para otorgarle capacidades adaptables
al control cuando el convertidor sufre variaciones paramétricas.

Con el objetivo de analizar las propuestas de control se utiliza el
software MATLAB/SIMULINK bajo operaciones nominales, y con
cambios de carga en donde comparamos los controladores propuestos
para después discutir los resultados. Finalmente las conclusiones y el
trabajo a futuro terminan nuestra contribución.
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A B S T R A C T

The development of this thesis work is mainly motivated by electrical
microgrids (MG) as a solution to the problems of energy inequality in
urban and rural sectors that have been affected by centralized designs
in cities. Based mainly on the control of direct current to direct cur-
rent (DC-DC) converters, a suitable topology is selected for its high
conversion ratio, low weight, and without using a transformer, where
its models are developed in large and small-signal for its later useful-
ness.

This thesis studies the bases and guides of the ASL-SU2C topol-
ogy that has a multiplier cell of inductors and capacitors, including
modeling in a classical approach using Kirchhoff and Ohm’s laws,
in addition to its representation in energy using fluxes and charges
through the port-Hamiltonian (pH) theory.

The control study is essentially divided into two parts, linear and
non-linear control. The first one employs two control schemes for
a single-loop and a double-loop (commonly called cascade control).
The development and stability analysis called σ-stability is carried
out, a methodology in which it is sought to generate a parametric
space that graphically marks the stability boundaries and closing re-
gions of stability through a shift in the imaginary axis of the com-
plex plane, then, maximum exponential decay is achieved as a conse-
quence.

The second part of the thesis is based mainly on the theory of
Hamiltonian ports and in the spirit of Lyapunov to ensure global
asymptotic stability (GAS). Additionally, the study of an estimator of
uncertainties based on the theory of Immersion and Invariance (I&I)
is carried out to give it capabilities adaptable to the control when the
converter undergoes parametric variations.

In order to analyze the control proposals, the MATLAB/SIMULINK
software is used under nominal operations, and with load changes
where we compare the proposed controllers and then discuss the re-
sults. Finally, the conclusions and future work finish our contribution.
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1
I N T R O D U C T I O N

In the last few years, we have witnessed phenomena never seen
before in the field of electric energy. Mexican public institutions

such as CENACE, CRE, CFE, among others, have made a series of ef-
forts for the creation of public policies that support specific problems
that affect directly and indirectly the National Electric System (see
Figure 1.1). However, beyond the problems that some methodologies
can solve, the risk of synchronization, control, and power quality is a
consequence of backbone networks designed in one-way processes.

Figure 1.1: National Electric System. Backbone Transmission Network in
Mexico [1].

Working on direct options that do not damage the power grid, re-
specting national and international regulations is currently a research
sector in the country. Furthermore, various sources (see [2], see also
[3]) assure a high economic-social impact in the use of alternative de-
vices to grid consumption, which grants a series of facilities, rights,
and obligations to the end-user.

An intermittent solution to the problems of conventional genera-
tion is the use of distributed generation (DG) that has been in use at
the National Electric System but increasing over the years. Moreover,
the data depicted in Figure 1.2 shows the total capacity in small and
medium scale contracts, where it is worth noting that in the case of so-
lar energy, small scale contracts are more considerable than medium-
scale capacity. In addition, the Figure 1.3 represents the case of the
potential of photovoltaic energy in Mexico, and more specifically in
the case of San Luis Potosi, where the Altiplano, Centro and part of

1
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the Media regions have a high potential of approximately 5 to 5.4
kWh (taking into account that these are data from 1999-2018).

Figure 1.2: Small and medium scale interconnection contracts in Mexico [4].

Figure 1.3: Photovoltaic power potential in Mexico [5].

This chapter reviews some technical concepts that mark technolog-
ical trends through distributed generation systems, where some of
the most critical aspects are presented. With the introduction of these
technologies, several questions arise that lead us directly to using
the microgrid approach as a solution to DG’s problems. Furthermore,
the motivation of this thesis work is developed in the controllers of
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individual power electronics systems, whose application can be of
support within the structure of a microgrid architecture. Lastly, the
technological surveillance, the achievements, and how this research
is composed end the chapter.

1.1 distributed generation

The concept of distributed generation, as mentioned above, is born
based on the idea of redesign conventional generation systems. In
addition, interconnecting small and medium scale systems in the
conventional networks cause great benefits such as assisting in the
generation by preventing overloads and relieving the inertia of the
generators in power plants. An example of this is given in Figure 1.4,
revealing that a classic grid that only provides potential from produc-
ers to consumers can be seriously affected if the demand becomes
higher than what can be produced. On the other hand, a distributed
generation scheme allows the integration of massive generation of
energy from other types of sources and the aggregation of low-scale
systems that also contribute to the flow of energy.

Figure 1.4: Comparison between conventional and distributed generation.

Accordingly to [6], the purpose of DG is to provide a source of
active electric power and, it is not necessary to be able to provide re-
active power. As a new approach in the electricity industry, multiple
definitions can be described DG; the guidelines of DG was introduced
in the IEEE 929-2000, a standard primarily based on photovoltaic sys-
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tems, being replaced by the IEEE 1547 [7], which provides a good
definition of DG and deals with all types of generation. The use of
DG allows for a regulated and harmonious environment on the part
of consumers, which in the case of a post-modernist grid, all agents
act in separate consumption-generation flows and allows for the pos-
sibility of integrating new and better technologies.

1.1.1 Value of Distributed Generation

The value of DG rises thanks to its high advantages, in general to
cost-effectiveness analyses, the profits it leaves to those who apply
these designs, communication, among others. In general, the use of
DG provides:

• Avoid the expensive and inefficient long-distance transmission
of power.

• Support local economies and communities.

• A better life quality for those in which they are decentralized to
the power grid.

• Resilient designs in case of natural disasters.

1.2 dg technologies

Distributed generation technologies are mainly classified according to
the type of contract that each country imposes for its interconnected
systems depending in their grid code, for example in the case of Mex-
ico, in Table 1.1 we can see an extract of the technical requirements
for interconnection of power plants in the grid code [8]; this is how
we can define if the contract is small, medium, large or massive-scale.

Table 1.1: Classification of a Power Station according to its capacity.

Synchronous

area

Power Station

Type A

Power Station

Type B

Power Station

Type C

Power Station

Type D

National

Interconnected

System

P < 500kW 500kW 6 P < 10MW 10MW 6 P < 30MW P > 30MW

DG has a large variety of technologies in terms of performance and
role in the power network. It is essential to have a concise understand-
ing of why these resources are necessary, their physical modeling,
and their advantages. In this regard, we present some of the most
critical technologies of DG.
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1.2.1 Fuel-Based Technologies

There is a large number of fuel-based technologies, the combination
of highly used materials such as fossil fuels, hydrogen as well as
other types of fluids that have the property of combustion, including
biomass and biogas generators, are part of this category and present
us with the best of some resources in conjunction with power elec-
tronics. In this category, we find renewable fuels, as we can see in
Figure 1.5, which have significant applications that nowadays present
great advances in transportation.

Figure 1.5: Clean fuel production from renewable fuels and some applica-
tions [9].

Combined Heat

and Power Plants

Internal Combustion 

Engines

Stirling

Engines
Microturbines Fuell cells

Figure 1.6: Micro-cogeneration systems classification.

Another type of fuel-based technology is micro-cogeneration, which
is usually found in different uses such as in the home, in the country-
side, in some commercial centers, and as a backup power source in
small buildings that are needed when there is an electrical problem.
In Figure 1.6 we can see the four most significant categories of this
type of energy source. It should be noted that the use of micro-cogeneration
allows flexibility in the power to be applied to their loads; a vital as-
sertion is that the transportation of electricity is undoubtedly more
expensive than the fuel and commissioning of micro-cogeneration
systems.
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1.2.2 Renewable Energy-Based Technologies

Renewable energies are perhaps the most famous technologies used
for distributed generation systems: wind turbines, small hydro plants,
and solar cells. When a system of this type of technology is composed
of several types of it, it is known as a farm, as we can see in Figure 1.7.
One of the significant advantages of this technology is that they are
becoming easier to acquire. In the case of solar panels, they are man-
ufactured individually and, as a result, a DES technology that can be
used in a wide range of applications such as large to massive-scale
systems as well as individual to low-scale systems, e. g., Figure 1.8.
However, due to the construction processes, is difficult to have high
efficiency in solar panels, besides a high cost of aerogenerators, in-
cluding in both a technical continuous improvement.

Figure 1.7: Wind farm Dominica in San Luis Potosi [10].

Figure 1.8: Solar farm Munisol in Sonora [11].

1.2.3 Energy Storage-Based Technologies

Technologies based on energy storage are the most important and
have the highest availability. There are multiple classifications of this
type of technology, as we can see in Figure 1.9. In general, energy
storage has played three leading roles and enhancing levels of power
and frequency.
Energy storage systems are divided according to the class of tech-
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nology used, such as mechanical, electrochemical, chemical, electri-
cal, and thermal. In such approaches, the electric battery is the tra-
ditional method to store energy, which includes excellent availability
and a large market where almost every electronic device includes or
relies on it as its primary source. For example, large-scale storage
based on electrochemical systems (see Figure 1.10) have been able
to withstand severe changes in electrical systems, and their use in
catastrophic events has ensured that specific sensitive loads are never
disconnected. However, the high cost of this technology is still an
essential factor in design considerations.

Electrical energy storage 

systems

Mechanical

Electrochemical

Chemical

Electrical

Thermal

Pumped hydro Compressed

air
Flywheel

Secondary

batteries

Flow

batteries

Hydrogen

Double-layer

capacitor

Superconducting

magnetic coil

Hydrogen

Figure 1.9: Class of energy storage Systems.

Figure 1.10: Tesla [12] massive energy-based system Megapack.
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1.3 the microgrid approach

One of the biggest problems in distributed generation systems is syn-
chronizing all its units and establishing an efficient control for the
flow of energy. A promising solution to this problem is the microgrid
(MG) approach, which is the interconnection of a group of distributed
generation units, and due to the low-scale of its systems, it is possible
to facilitate the integration of all systems with individual controls.
A MG is an interconnection of distributed energy sources (DES), such
as microturbines, wind turbines, fuel cells, and photovoltaics inte-
grated with storage devices, such as batteries, flywheels, and power
capacitors on low voltage distribution systems (as a reference, see
[13]). Even more, in [14] support the idea that a MG assumes a clus-
ter of loads of microsources (DES systems at low-scale), which provides
power and heat to some applications with multiple ports, as we can
see in Figure 1.11 a standard structure with three different voltage
buses, breakers for each one and a controller energy management.

Figure 1.11: Microgrid Architecture.

The MG architecture (see Figure 1.12) is normally divided into two,
for a DC-bus and AC-bus, which depends on the type of voltage bus
to operate, where we can find almost all types of power electronic
converters. Furthermore, a third category is designed using some cou-
pled magnetics for interconnection in the grid.
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Microgrid MG

DC Microgrids

Hybrid DC and

AC Coupled

Microgrid

AC Microgrids

Line-Frequency

AC Microgrid

High-Frequency

AC Microgrid

Figure 1.12: Classification of microgrids based on power type [15].

In particular, direct current microgrids (see Figure 1.13) operate
DC-DC converters, injecting power to the DC bus and, by means of
a decentralized converter, can inject its potential into the utility grid.
DC microgrids have great advantages thanks to the high modularity
and broad applications of their individual systems, and on a DC-bus,
they can be able to satisfy basic needs such as washing machines and
lighting systems as can be seen in Figure 1.14 to more specific appli-
cations. However, the commissioning of a microgrid is not a simple
task as a number of responsibilities have to be fulfilled in order not
to overexpose the power supplies of the microgrid.
Some possible criteria for the MG to fulfill the responsibility are as
follows:

1. Ensure that the necessary electrical loads and heat are fulfilled
by the microsources;

2. Ensure that the MG satisfies operational contracts with the util-
ity;

3. Minimize emissions and/or system losses; and

4. Maximize the operational efficiency of the microsources.

Utility 

Grid
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medium scale
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DC-bus

Decentralized 

Converter for

Interconnection

3ph. ac

...

Figure 1.13: Generic example of a DC-MG.
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Figure 1.14: Future direct current (DC) microgrids [16].

Notwithstanding, the problem of the design object is based mainly
on power electronics, so on many occasions, we can find new devices
whose properties are sophisticated, but at the same time are high-
gain, low-stress in the components to ensure an amount of useful
life and above all that the weight of the converters is less and less.
Therefore, the motivation for this work comes directly from the needs
that can be exemplified in a converter for later use and to ensure
the correct control of this class of devices. Then, the overall control
objectives of a MG are to ensure:

1. proper working of preloaded operations that change from one
equilibrium point to another point (without causing operational
hazards) but satisfying the tolerance limits loaded by the de-
signer.

2. necessary power distribution levels (active and reactive) in the
microgrid and in its source or distribution channel.

3. perfectly integrated disconnection and connection.

4. optimization of the power electronics systems in case of over-
load and their observation and mitigation of failures when they
exceed their critical load value.

1.4 motivation

At this point, we have generally talked about DG systems, MG, their
advantages, and some of the disadvantages of different types of DES
technologies. The interconnection of each distributed generation tech-
nology with the DC-bus is achieved using power electronics convert-
ers, which are responsible for injecting certain power levels and up-
dating the energy management between the microgrid, the operator,
the manifesting loads, and the distributed generation sources.
The control objective of energy management is voltage regulation and
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stabilization; controls are classified as centralized, decentralized, and
local. All three have different attributes, but the local control, which
is the most basic category, performs the stabilization of the individual
power electronic devices, which allows us to concentrate on the needs
that these have when they are connected with sources of distributed
generation. Therefore, we are motivated to develop individual control
schemes that can face these responsibilities to be applied in a MG for
low-scale systems. In addition, the IEEE [17] defines a control prob-
lem as “a design problem concerned with constructing a device called the
controller whose goal is to force the controlled variable of the plant or process
to behave in a desired manner. The elements of the control problem are con-
trol objective, a model of the process to be controlled, admissible controllers,
and a means of evaluating the performance of a control strategy."
As mentioned above, the use of MG can contribute to the problems of
distributed generation technologies to monitor, regulate and control
the flow of energy. Additionally, MG can help for the interconnec-
tion of specific schemes in the electrical network and work indepen-
dently (also known as island mode) for certain types of applications.
In particular, a topic of interest is the electrification of the communi-
ties where the electrical power line is difficult to access, such as the
case of Figure 1.15 where we can see challenging access for its pop-
ulation, and that, due to their geographical location, they lack ben-
efits in consequence of not having electricity in their homes (see as
supplementary information [18]). Undoubtedly, this type of scheme
will change how electrical energy is distributed and consumed for all
types of sectors [19]; however, there are still intermittent questions
about the capacity that a microgrid may have to be carried out in a
particular community. Beyond knowing whether or not an operator
of the energy mechanisms is needed, certain operating expenses and
continuous improvement must also be considered.

Figure 1.15: Community of El Resumidero, Rioverde, San Luis Potosi, Mexico.

However, with a motivation for an ambitious project such as evalu-
ating the microgrid in island mode for a community without electric-
ity, specific objectives have to be addressed first; ensuring the proper
functionality of these stand-alone systems using local control, even
more to having sufficient power capacity for their use, is an important
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issue. Consequently, the approach of using control engineering to de-
velop tools for the proper operation of power electronics converters
in addition to face several targets such as regulation, reliability and
performance, this research work is justified.

1.5 literature review

Power electronics converters, in a nutshell, are responsible for bring-
ing a level of current and voltage as input to another level of output
while ideally respecting its power. The efficiency is linked to this last
concept because being devices switched by high-frequency levels, the
parasitic elements of their passive devices usually take a certain per-
centage, thus affecting the system’s efficiency. Notably, direct current
to direct current (DC-DC) converters that mostly use distributed gen-
eration technologies to inject into a DC-bus are the step-up topologies.
Step-up converters have a wide range of applications, as we can see in
Figure 1.16, and depending on this, specific categories can be selected
for use.

Applications 

of 

Step-Up DC-DC

Converters

Renewable 

Energy

Transportation

Lighting

Industry

Utility

Physics

Medical

Military

Figure 1.16: Applications of DC-DC converters.

The technological surveillance begins mainly motivated by [20], in
which we can see a novel for step-up DC-DC converters. On the other
hand, in terms of control, we have to satisfy that our approaches:

• Ensure asymptomatic stability and

• Be an alternative to heuristic tunings methods.

There is currently a broad interest in power electronic converters
with a high conversion ratio due to the emergence of new needs in
many applications for step-up converters. Consequently, the litera-
ture reports a large number of configurations available for voltage
boost, as we can see in Figure 1.17.
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Step-Up DC-DC

Converter

Non-Isolated /

Isolated

Unidirectional /

Bidirectional

Voltage-Fed /

Current-Fed

Non-Minimum-Phase/

Minimum-Phase

Figure 1.17: Categories for step-up converters.

Among the most common categories are the type converters: iso-
lated or non-isolated, unidirectional and bidirectional, with minimum
and non-minimum phase, powered by voltage or by current (see Fig-
ure 1.18). Furthermore, different voltage elevation techniques have
been reported, among these: switched capacitor, switched inductor,
switched capacitor and inductor, voltage multiplier, magnetic cou-
pling, and multiple stages.

Voltage Boost

Technique

Switched Capacitor

(Charge Pump)

Voltage

Multiplier

Switched Inductor

and Voltage Lift

Magnetic

Coupling
Multi-Stage/-Level

Voltage Multiplier

Cell

Voltage Multiplier

Rectifier
Transformer Coupled Inductor Cascaded Interleaved Multilevel

Half Wave Full Wave

Isolated Built-in

Tapped Inductor / 

Autotransformer

Magnetically 

Coupled Based

Quadratic Hybrid

Modular

(Single DC source)

Cascaded

(Multiple DC Source)

Figure 1.18: Voltage booster technologies.

In this sense, this research work proposes to use a non-isolated
unidirectional configuration powered by voltage, with the purpose of
processing energy by a renewable source and be able to be part of a
MG in order to follow the ideas introduced above.
On the other hand, concerning the dynamic modeling of power con-
verters, there are two approaches: traditional modeling using Kirch-
hoff’s laws and modeling based on the converter’s energy. Both method-
ologies have been widely used for the synthesis of controllers [21].

In this work, we revised five step-up topologies whose technical
aspects in terms of efficiency were similar (see Table 1.2); their elec-
trical features are depicted in Table 1.3. We can notice that all these
converters are high-gain; however, one of the essential factors in the
selection of these candidates was their ability to switch from contin-
uous conduction mode (CCM) and discontinuous conduction mode
(DCM) employing the factor Kcrit including the duty cycle δ, and the
capacity of Rcrit.

Hard-Switched / 

Soft-Switched
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The value of Rcrit is critical in the control design since it is an in-
dicator for robustness tests to consider that allows several data to the
system can be taken only knowing the switching frequency in which
the converter operates, Rcrit depends mainly on the Kcrit factor that
arises from the equivalent inductance Leq and these two give us the
information of the operation boundaries since it is desirable only to
operate in CCM.
Beyond that the efficiencies are in similar values, it is worth highlight-
ing the value of Rcrit in the converter considered is the one that has
the most excellent flexibility to support load steps, in addition to the
fact that in technical matters it is the one with the least number of
devices uses what makes it also the most profitable in terms of cost-
benefit. Also, we can see in Figs. 1.19–1.20 the boundaries between
CCM and DCM as well as the voltage gain as functions of the duty
cycle, again the considered topology (ASL-SU2C) have outstanding
performance when the conversation ratio (duty cycle) tends to the
unity.

Table 1.2: Technical aspects of the DC-DC topologies.

Converter Kcrit Leq Rcrit
Peak efficiency

(reported)

Considered δ(1−δ)2

2(1+3δ)
2LoL
2L+Lo

0.05194fsw 96.84%

In [22] δ(1−δ)
12δ+6

[
1
L1

+ 1
L2

+ 1
L3

]−1
0.00664fsw 97.8%

In [23] δ(1−δ)2

8(δ+2)

[
1
L1

+ 1
L2

+ 1
L3

]−1
0.04645fsw 96.5%

In [24] δ(1−δ)2

2(1+δ) L 0.00746fsw 92.2%

CBC [25] δ(1− δ)2 L 0.00426fsw 65%
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Table 1.3: Electrical features of the considered and other transformerless hy-
brid DC-DC topologies.

Converter Gain
Number of

semiconductor

devices

Number of

inductors &

capacitors

Constant

input

current

Considered 1+3δ
1−δ

2 Switches

2 Diodes

3 Inductors

3 Capacitors
No

In [22] 1+2δ
1−δ

1 Switches

3 Diodes

3 Inductors

5 Capacitors
Yes

In [23] 2+2δ
1−δ

1 Switches

5 Diodes

3 Inductors

7 Capacitors
Yes

In [24] 1+δ
1−δ

2 Switches

1 Diodes

1 Inductors

2 Capacitors
No

CBC [25] 1
1−δ

1 Switches

1 Diodes

1 Inductors

1 Capacitors
Yes

Figure 1.19: CCM and DCM as a function of the duty cycle δ.
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Figure 1.20: Voltage gain as a function of the duty cycle δ.

1.6 research objectives

Once the converter used in this work has been selected and returned
to the motivations, beyond carrying out local control for this system
with all the design guidelines, modeling in dynamic equations and
control have not been reported. Under this premise, the research
scopes are based only on the control design; however, the sequen-
tial challenge to this research is the interconnection of more schemes
of this type in a microgrid. Therefore the research objectives based
locally on the control are the following

Main Objective

Design a control scheme to achieve the correct operation of a step-
up DC-DC converter with a high conversion ratio with parametric
uncertainty and changes in load.

Specific Objectives

• To select a step-up topology.

• To derive the dynamical model of the power electronic con-
verter.

• To synthesize a control law that ensures asymptotic stability of
the closed-loop under parametric uncertainty and external dis-
turbances.

• To perform numerical validation of the control law.
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1.7 scope and contributions

In this thesis, two control techniques are mainly reviewed. In the
linear approach, the developments are made through the crossing
roots theory, thus designing a geometric approximation of the stabil-
ity boundary using cascade control. In the nonlinear approach, using
the widely developed ideas in passivity theory, passive PI control is
designed with the characteristic of adaptability using the immersion
and invariance observer to estimate the changes in load.

This research work was carried out for the most part in the Center
for Research and Graduate Studies (CIEP) at the Faculty of Engineer-
ing of the University of San Luis Potosi. Thanks to the experiences
developed during the thesis process, it was possible to submit the
following conference papers:

• E. Moreno-Negrete, J.E. Hernández-Díez, C.F. Méndez-Barrios,
D. Langarica-Córdoba, H. Miranda-Vidales, L. Félix, PI Control
Scheme Design of High Gain Transformerless DC-DC Converter at
the 23rd European Conference on Power Electronics and Appli-
cations EPE-ECCE 2021.

• E. Moreno-Negrete, C.F. Méndez-Barrios, D. Langarica-Córdoba,
On the PI-PBC Controllers for a High-Gain Transformerless DC-DC
Converter at Latin American Congress on Automation and Robotics
LACAR 2021.

1.8 thesis overview

This thesis work is structured as follows:

Chapter 2 presents a series of mathematical preliminaries, includ-
ing the modeling of the considered converter, stability via D-decomposition
theory, and concepts of port-Hamiltonian for switched power convert-
ers used throughout the thesis work.

In chapter 3, the linear analysis is presented under the consider-
ations of a system designed in a single control loop in comparison
with a cascade control, developing the methodology called σ-stability
for its stability analysis in the vein of previous works motivated for
D-decomposition theory and robust control.

In Chapter 4, the modeling of the system under the Hamiltonian
formulation is discussed; in addition to reviving the concepts of pas-
sive PI converters under the incremental model, also the immersion
and invariance observer is designed.
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Chapter 5 presents the results of the numerical simulation of the
closed-loop system in the MATLAB environment. Linear and nonlin-
ear control schemes are used, a load system is considered under ideal
conditions, and the load changes in which the observer is included to
face the parametric uncertainties; in addition, the limitations of using
σ-stability are added through some examples based on the transient-
response specifications for each controller.

Finally, in chapter 6, the conclusions of the work carried out are
derived, and it is discussed in some lines about possible future work
in the spirit of the motivation of this thesis.



Part I

P R E L I M I N A R I E S

“A dynamical system consists of three elements, a setting
(called the state space); a mathematical rule or dynamic; and

initial condition or state".

— Haddad & Chellaboina





2
M AT H E M AT I C A L M O D E L O F T H E D C - D C
C O N V E RT E R

It is well known that switched capacitor and inductor structures
in DC-DC converters have the advantages of low cost, small size,

high power density and fast dynamic response (see, e.g., [20]). This
is also discussed in [26], where the general ideas of step-down and
step-up structures are presented for its implementation in high gain
hybrid transformerless DC-DC converters. Among these, the most
common network topologies are passive switched-capacitor (PSC or
SU2C), active switched-inductor (ASL) and hybrid ASL (see gener-
ally, [27]; see also, [28]). Actually, the above-mentioned topologies are
commonly used in a variety of applications, such as: transportation,
telecommunications, renewable energy, to mention a few. As stated in
[29], these are applications in which DC-bus voltage regulation under
the presence of parametric, input and load variations is required.
This chapter is organized as follows. Firstly, the next section is ded-
icated to the dynamic model of the considered topology ASL-SU2C
DC-DC converter under the same considerations and values estab-
lished in [30]. To this end, we derive switched and averaged models,
where such a linear model is only valid around a particular operat-
ing point. Secondly, the linear model of the system is designed using
the small-signal approach, and the desired transfer functions for the
control loops are obtained. The following section develops the ideas
behind the σ−stability analysis used afterward to carry out the con-
troller’s design.
On the other hand, a set of theorems and definitions most commonly
used in passivity theory are presented, particularly port-Hamiltonian
and their proper structure for switched power converters. Addition-
ally, the study of immersion and invariance theory as a class of first-
order observers is presented to add adaptive properties to the closed-
loop in the moments of parametric variation.

2.1 step-up dc-dc converter modelling

Consider the ASL-SU2C electrical circuit and its composing elements
depicted in Figure 2.1 with its corresponding parameters in Table 4.1,
the general advantages of the ASL-SU2C are:

1. lower count of switches devices,

2. lower voltage stress,

3. two power switches during on and off modes,

21
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4. experimental peak efficiency [30] of 96.84%,

5. load resistance Rcrit ≈ 2596Ω.

The full operation of this converter consists in two different switch-
ing states S1 = S2 = 1 and S1 = S2 = 0 (ON and OFF states, re-
spectively), noticing that a property in the switched inductor and ca-
pacitor structures the ASL network L = L1 = L2 as well as in the
SU2C C = C1 = C2. These are described through its correspondent
equivalent circuits by Kirchhoff’s voltage and current laws. Thus, first,
we derive the so-called switched model by combining both analy-
ses in a state-space representation. Second, we apply the before men-
tioned small-signal analysis to derive an averaging differential model
in terms of the state variable x = [iL, vC, iLo, vCo]

T and the control
input u = δ. Here, δ represents the duty cycle for a pulse width
modulation considering the above-mentioned switching states. It is
important to mention that no matter how detailed a model is, it can
never make an accurate representation of a real physical system. For
this modeling, it was decided not to include parasitics of the passive
elements and other extensions of uncertainty that can be modeled us-
ing a specific input source. However, it is desirable to perform the
physical prototype and compare whether adding the errors caused
by these small dynamic changes is worthwhile (if so, we recommend
reading [31] where a guide for models with uncertainty is presented).

L2S1

S2L1

Vin D1 D2

C1

C2

Lo

Co R Vo

Active Switched-Inductor (ASL)

Network 

Step-Up 2 Cell

(SU2C)

Low Pass Filter Load

Figure 2.1: ASL-SU2C electrical circuit.

Table 2.1: Parameters and nominal conditions

L C , Co Lo R δ Vin Vo fsw Po

223µH 1µF 2.34mH 338Ω 0.75 20V 260V 50kHz 200W

One starts by noting that the full operation of the circuit can be de-
scribed by constant (DC signal) and dynamical (transient) behaviors.
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More precisely, x = X+ x̃ and u = D+ ũ, where, X = [IL,VC, ILo,VCo]
T

denote a constant operating point computed by means of nominal
conditions

VC =Vin

(
1+D

1−D

)
,

VCo =Vin + VC(1+D),

ILo =
VCo
R

,

IL =ILo

(
1+D

1−D

)
,

(2.1)

the filter cut-off frequency is defined by

fc =
1

2π
√
LoCo

= 3290.12Hz. (2.2)

Figure 2.2: Mode ON, S1 = S2 = 1.

Figure 2.3: Mode OFF, S1 = S2 = 0.
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Performing ON and OFF modes depicted in Figs. 2.2–2.3, and com-
bining state equations into a single averaged state-space model using

ẋ = [Aonδ+ Aoff(1− δ)] x + [Bonδ+ Boff(1− δ)] vin, (2.3)

we have

i̇L

v̇C

i̇Lo

v̇Co


=



0 −1−δ2L 0 0

1−δ
2C 0 −1+δ2C 0

0 1+δ
Lo 0 − 1

Lo

0 0 1
Co − 1

RCo





iL

vC

iLo

vCo


+



1+δ
2L

0

δ
Lo

0


Vin.

(2.4)

Simulating the system under nominal conditions, we obtain the
waveforms shown in Figure 2.4 matching our modeling with the val-
ues reported under the same conditions where the input inductor
current ripple is 25% with 5.383A average current, the output induc-
tor current ripple is 33% with 0.769A average current and the output
capacitor voltage ripple is 8% with 260V average voltage.

0

1

3Vin+Vo
4

3Vin+Vo
2

t

t

t

t

t

t

vg1,g2

iL1,L2

iLo

vS1,S2

vD1,D2

iin

Tsw (1- )Tsw

t0 t1 t2

Figure 2.4: Key waveforms of the considered converter in CCM operation.

2.2 small signal approach

The nonlinear system in (2.4) is commonly called large-signal due
to the sum of the constant and transient behaviors that compose the
dynamics of the converter. Furthermore, separating the DC signal of
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the nonlinear system, we can compute the transient behavior as small
state signals

x̃ =
[
ĩL, ṽC, ĩLo, ṽCo

]T , (2.5)

with ũ governed by the averaged model; thus, the small-signal model
is computed as

˙̃x(t) =



0 −1−U2L 0 0

1−U
2C 0 −1+U2C 0

0 1+U
Lo 0 − 1

Lo

0 0 1
Co − 1

RCo


︸ ︷︷ ︸

A

x̃(t) +



VC+Vin
2L

−IL+ILo2C

VC+Vin
Lo

0


︸ ︷︷ ︸

F

ũ(t).
(2.6)

Equation (2.6) describes the dynamic part in this approach. Thus,
in the spotlight of Laplace transform (see, [32]-[33], for further de-
tails), the transfer functions depending on the state are defined by
the equation

X̃(s)
Ũ(s)

:= [sI − A]−1 F ≡ adj [sI − A] F
det [sI − A]

, (2.7)

and considering the particular electric circuit parameters depicted in
Table 4.1, one computes the corresponding numerical transfer func-
tions

G1(s) :=
ṼCo(s)

Ũ(s)
=

6.838× 1010s2 − 2.301× 1015s+ 3.833× 1019
s4 + 2959s3 + 1.152× 109s2 + 2.143× 1012s+ 2.994× 1016 ,

G2(s) :=
ĨL(s)

Ũ(s)
=
3.587× 105s3 + 2.786× 109s2 + 4.267× 1014s+ 1.531× 1018
s4 + 2959s3 + 1.152× 109s2 + 2.143× 1012s+ 2.994× 1016 .

(2.8)

These provide a frequency-based interpretation of the dynamical
behavior of the ASL-SU2C electrical circuit used for the control scheme
design in Chapter 3. Note that G1(s) is of non-minimum phase due
to the change of sign in the numerator and that G2(s) is of minimum
phase.

2.3 stability via the boundary crossing theorem

In the last sections, the converter was mathematically modeled through
a conventional approach where the system is divided into two parts,
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its representation in the state-space and the small-signal (linear) model;
however, these are only the dynamic description of the system. In
this section, and under the premise of developing the linear control
method designed in this thesis, we review some mathematical theo-
ries for stabilization used in robust control.

One classical problem determining the stability of a system via
transfer function is the study of its coefficients in the characteristic
equation of the closed-loop system. The approach of The Boundary
Crossing Theorem reported in [34] and also in [35] presents the pre-
liminary idea of a stability boundary.

THEOREM

2.3.1
Let us consider the complex plane C, and let S be
any given open set. We know that S, which is its
boundary ∂S together with the interior U0 of the
closed set U = C− S, form a partition of the com-
plex plane, that is

S∪ ∂S∪U0 = C,

S∩U0 = S∩ ∂S = ∂S∩U0 = ∅.
(2.9)

With the restriction that all the sets are non-empty. Considering
P(λ, s) a family of polynomials of fixed degree n, which is continuous
concerning the parameter λ on a fixed interval.

THEOREM

2.3.2
Boundary Crossing Theorem

Suppose that P(λ1, s) has all its roots in S, where
P(λ2, s) has at least one root in U. Then, there ex-
ists at least one root ρ in (λ1, λ2] such that

1. P(ρ, s) has all its roots in S∩ ∂S.

2. P(ρ, s) has at least one root in ∂S.

The proofs of this pair of theorems are carried out in the spotlight
of Rouché’s Theorem granting the possibility to find at least one root in
the interior U that lies directly in (2.9).

Example 1. Consider the polynomial

p(s) = λ1 s+ λ2,

with the parameters region P := [λ1, λ2], and suppose that p(s) is
a Hurwitz polynomial for some point in P. Now let the parameters
travel along the paths T1,T2 referring to Figs. 2.5–2.6, from (λ1o , λ2o)
to (λ1f , λ2f). The trajectory T1 respects the continuous property, there
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is no loss of degree along even if a parametric variation occurs, so,
the root motion for si(λ1, λ2) is continuous too, with i ∈ {1, . . . ,n}
and has s = 0 as a root at λ1 = 0 and thus boundary crossing does
occur. On the other hand, when the parameters travel along the path
T2 and reach discontinuous points has a jω root for finiteω including
a loss of degree, therefore, boundary crossing does not occur.

Figure 2.5: Parameters space and root locus for T1.

Figure 2.6: Parameters space and root locus for T2.

The above results guarantee in an abstract way how to obtain the
stability boundary as an alternative to the classical approaches and
stability tests given any polynomial. As a purely mathematical tool, it
has to be adapted to the case of study; therefore, under the right con-
ditions (linear approach), it can be strongly associated with a graph-
ical representation and singularly by algebraic curves (see [36] as a
reference), a peculiarity of Hilbert’s 16th Problem.

2.4 D-decomposition theory

The above results allow us to demonstrate the existence of the bound-
ary crossing for trajectories that respect the continuity properties, but
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the remaining question would be what would happen if the trajectory
ends at the same point where it began e. g., Figure 2.7.

Figure 2.7: Closed path.

In order to solve the characterization of the interior of the para-
metric plane created by a closed path, a couple of motivations in the
work of the theory of D−decomposition presented in [37] and [38] by
the same author to share some results in the spotlight of [39] the first
approach of stability domain for the third order polynomial with two
uncertain parameters. Some important data are listed below

• The technique was first introduced by Vysnegradski [39] in 1877

in a study of the stability domains of governors and was redis-
covered in the USSR.

• Neimark [40] popularized the D-decomposition developing a
method for the stability domain analysis in 1947.

• Robust control: the parameter space approach and Nonlinear systems:
the parameter analysis and design by Ackermann, J. [41], and Sil-
jak D. [42] were the first Western literature that addressed the
method.

• “Its use for the design of low-order controllers for linear sys-
tems is very efficient", Analytical Design for PID controllers by
Diaz-Rodriguez, Ivan D. et. al. [43].

This work, in conjunction with the boundary crossing theorem, de-
termined the characteristics of stability domains and made an ad-
vance in robust control under a parametric approach.
To describe the D−decomposition, we use some particular defini-
tion presented in [44] wherein a technical manner treats the first ap-
proaches using the Index Property to graph some stability domains.
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DEFINITION

2.4.1
D−decomposition

Consider a linear system whose characteristic
equation is

n∑
i=1

λiG(s) = 0, (2.10)

where s is the Laplace transform complex vari-
able (s = σ+ jω), the Gi are rational functions
and the λ are real valued parameters.
Now, the n dimensional vector spaceΛ, of which
the λ coordinates, can be decomposed into sets
denoted by D(k,N− k), which corresponds to

n∑
i=1

λiG(s) = 0,

having k zeros in the left half s plane (LHP)
and N− k zeros in the right half s plane (RHP),
where N is the total number of zeros of the
characteristic equation.
The system is stable for those values of the λi
which lie inside the set D(N, 0). Such decom-
position of the parameter space Λ into sets
D(k,N− k) is called D-decomposition.

2.4.1 D-decomposition method

In this part, we review some exciting results of the works mentioned
above to make some remarks for using this theory for one and two pa-
rameters. Finally, the question that will be the result and used in the
linear approach of this work is added and other compelling results.

One real parameter

Consider the one-parameter family of polynomials

P(s, λ) = {a(s) + λb(s), λ ∈ R} , (2.11)

where a(s) and b(s) are given mth- and nth-degree polynomials with
real coefficients, respectively (n > m).

THEOREM

2.4.1
Let a(s) and b(s) be the nth-degree polynomi-
als with real coefficients. Then the polynomial
P(s, λ) = a(s) + λb(s), has no more (n + 1) seg-
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ments of D-decomposition by λ and not more than
dn2 e stability segments.

The values of λ for which roots pass from one half-plane to another
are

λ(ω) = −
a(jω)

b(jω)
, =(λ) = 0, ω ∈ (−∞;∞), an + λbn = 0.

Example 2. The polynomial P(z, λ) = zn+λzn−1+εzn−2+α, where
1 < ε < 1+ 2

(n−2)2
and α = 1− ε− 1

n2
, has

⌈
n
2

⌉
stability segments.

Using the formulas for λ provided in Theorem 1, the segments of D-
decomposition are (n− 1) for the case.

Using the formulas for λ provided in Theorem 1, the segments of
D-decomposition are (n − 1) for n = 8 has

⌈
n
2

⌉
, thus there are 9

segments of D-decomposition and 4 stability domains as shown in
Figure 2.8.

Figure 2.8: Stability domains in Example 2 [37].

The equation for the parameter λ is as follows, noting that z = ejω

λ(ω) :=
(
−zn − εzn−2 −α

)
z−n+1,

λ(ω) := −ejω − εe−jω −αe−(n−1)jω.

If =(λ) = 0, and using sin(ω) = =
(
ejω

)
=(λ) = =(ejω) − ε=(e−jω) −α=(e−(n−1)jω) = 0,

=(λ) = (ε− 1) sin(ω) +α sin(n− 1)ω = 0,

has n solutions on the interval [0,π], because | α |> | ε− 1 |.
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One complex parameter

Let us consider the one-parameter family of polynomials

P(s, λ) = {a(s) + λb(s), λ ∈ C} , (2.12)

where a(s) = ansn + . . .+ a1s+ a0 and b(s) = bnsn + . . .+ b1s+ b0
are the nth-degree polynomials with real coefficients. The equation

λ(ω) = −
a0 + a1jω+ . . . an(jω)n

b0 + b1jω+ . . . bn(jω)n
, ω ∈ (−∞,∞),

defines the curve of D-decomposition of the complex plane of λ

THEOREM

2.4.2
Let a(s) and b(s) be the nth-degree polynomi-
als with real coefficients. Then the polynomial
P(s, λ) = a(s) + λb(s), λ ∈ C, has no more than
(n− 1)2 + 2 domains of D-decomposition by λ.

Example 3. The D-decomposition by the complex parameter λ of
the polynomial P(z) = zn + λzn−1 + α, λ ∈ C, α > 1, consists of
(n− 1)2 + 1 domains.

λ(ω) = −ejω +αe(−n+1)jω,

if n = 6 ∧ α = 1.5

<{λ(ω)} := − cos(ω) + 1.5 cos(ω),

= {λ(ω)} := − sin(ω) + 1.5 sin(ω).

The result of computing the real and imaginary parts of the param-
eter is depicted in Figure 2.9

Two parameters

THEOREM

2.4.3
Let a(s), b(s) and c(s) be the nth-degree polyno-
mials with real coefficients. Then the polynomial
P(s, λ1, λ2) = a(s) + λ1b(s) + λ2c(s), λ1, λ2 ∈ R,
has no more than (2n(n − 1) + 3) domains of D-
decomposition of the parameter plane (λ1, λ2).

Example 4. Consider a cubic polynomial reduced to Vyshnegrad-
sky’s form (that is with a3 = 1, a0 = 1):

P(s, λ1, λ2) = s3 + λ2s+ λ1s+ 1. (2.13)

Solving the system and decomposing the polynomial in real and
imaginary parts, we find:

λ1(ω) := ω2, λ2(ω) :=
1

ω
,
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Figure 2.9: Decomposition for Example 3.

has no more than one stability domain and 15 domains of D-decomposition,
and the sketch in the parametric plane is in Figure 2.10.
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Figure 2.10: D-decomposition for Example 4.

As a final result of the previous examples, the following remarks
allude in a technical way to the procedure that needs to be carried
out to obtain the parametric planes of D−decomposition.

REMARK

2.4.1
For constructing the D-decomposition of one pa-
rameter

• Find the D(k,N− k) index for one segment
of the real axis of the parameter space either
by counting encirclements about an arbitrary
point in the parameter segment or from an-
other considerations.
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• Complete the indexing of the other segments
using the index property.

• The system is stable for values of the param-
eter in D(N, 0).

REMARK

2.4.2
For constructing the D-decomposition of two pa-
rameters

• Find the intersections in the parameter space,
set s = 0 and/or ±∞. This will result in a
linear relationship for the parameters (usu-
ally horizontal or vertical lines in the (λ1, λ2)
plane).

• Let s = jω in the polynomial, then equating
real and imaginary parts to zero to find each
relationship for parameters.

• Determine the D(k,N− k) index for one re-
gion in the (λ1, λ2) plane and use the index
rule to find the indexes of the remaining re-
gions.

D-decomposition for Aperiodicity

One interesting result listed in [38] is that the same technique can be
used to build the regions with certain number of real roots. Indeed
the number of real roots can change when a multiple real root arises,
that is for some s ∈ R

P(s, λ) = 0,

P ′(s, λ) = 0.
(2.14)

Similar equations can define the domain of aperiodic stability, that is,
the set of parameters that guarantee that all roots are stable and real.

DEFINITION

2.4.2
The decomposition of the parameter space k into
the regions

Al = {k : a(s,k) has l real simple negative roots} ,

with l = 0, 1, . . . ,n is called A-decomposition.

Specifically, for the cubic polynomial in Vishnegradsky the bound-
ary is defined by

(jω)3 + λ2(jω)2 + λ1(jω) + 1 = 0,
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applying the derivative

3(jω)3 + 2λ2(jω) + λ1 = 0,

finally solving the system of two equations for λ1 and λ2 we have

λ1(ω) := ω2 −
2

ω
, λ2(ω) :=

1

ω
− 2ω.
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Figure 2.11: Stability and aperiodicity regions for Example 4.

In Equation 2.11 we can see the different stability domains given
their partitions, where the A−decomposition is a result enclosed in
the stability region.

Given these mathematical tools, the following question for control
theory arises: if there is a shift in the σ axis that causes a movement
in the roots, will it be associated with the maximum exponential de-
cay? To give an example graphically, see Figure 2.12, considering a
second-order step response and let us move the poles to the right
or the left, their movement have the same frequency over the range
of variation in σ. As the poles move to the left, the response damps
out more rapidly, making a faster convergence to the desired value,
noticing that the peak time is the same for the waveforms because the
imaginary part keeps constant. We could think how to associate this
analogy with Example 4. Since the roots of the Vishnegradsky poly-
nomial maintain their location in the complex plane, a pole motion
will enclose all possible shifting regions before reaching the aperiodic
stability, as we can see in Figure 2.13.

Finally, this result is known as σ−stability, a methodology pre-
sented in [45], where we can see the use of delayed controllers in
their use for some mechanical systems. In the light of this approach,
in Chapter 3 we develop a substitute method for stability analysis in
power electronic devices.
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Figure 2.12: Step responses with σ-axis shift for a second-order system.

Figure 2.13: Stability and aperiodicity regions for Example 4.

2.5 port-hamiltonian systems

Linear control systems cover many applications, are intuitive, easy
to design, and relatively simple. In the last section, the bases for
developing a tool based on the small-signal model were generated;
however, some precision requirements, rejection of exogenous distur-
bances, and full-range stability considered in this work justify using
a nonlinear tool approach.
A relatively new perspective in control systems is energy-based con-
trol, which is widely used in mechanical systems [46], and developed
and studied from energy considerations instead of the cause and ef-
fect approach. In the vast majority of cases, the energy-based control
is described by the Euler-Lagrange equations of energy and motion
[47], which emerges from a solid mathematical background based on
passivity theory [48–50].
Port-Hamiltonian (pH) system models enclosed a large class of non-
linear systems and arise from an interconnection network point of
view [51]. The recent progress in the perspective of pH has been
achieved thanks to the direct way of obtaining its representation, in
addition, that it respects the principle of conservation of energy; there-
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fore, to robustify this type of control, we should emphasize the losses
of the system that its parasitic elements can affect in the model.

Passive systems are a class of dynamic systems in which the ex-
change of energy with its environment plays a vital role. In passive
systems, no more energy can be stored than is supplied from the
outside; being this difference, the energy dissipated. In other words,
these systems comply with the following,

Stored Energy + Dissipated Energy = Energy Supplied

The fundamental concept of power electronics devices (PED) is en-
ergy conversion. Moreover, an energy-based viewpoint could benefit
from the evolution of the control of power electronic converters be-
cause the nature of elements such as capacitors and inductors during
the switched-mode granted this concept.

In general, a port-Hamiltonian system has the form

ẋ = (J(x) − R(x))∇H(x) + g(x)u,

y = g>(x)∇H(x),
(2.15)

where

• x ∈ Rn is the vector state;

• u,y ∈ Rm are the port variables;

• H(x) : Rn → R is the Hamiltonian function;

• J(x) ∈ Rn×n is the interconnection matrix (which is skew-symmetric).
Represents the elements system and define its structure;

• R(x) ∈ Rn×n is the dissipation matrix (which, is symmetric and
semi-positive definite). Represents the losses of the system;

• g(x) ∈ Rn×m is an interconnection matrix describing, the port
connection of the system outside the world. It yields the flow of
energy to/from the system through the port variables u and y.

REMARK

2.5.1
1 A Hamiltonian function H(x) bounded from

below H(x) > c with a minimum at x?.

2 An skew-symmetric interconnection matrix
J(x) = −J>(x).

3 A semi-positive definite dissipation matrix
R(x) = R>(x) > 0.
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Then the system, in closed-loop (i. e.for u = 0), is
asymptotically stable.

Developing a pH model for a suitable converter was a challenge be-
cause of the high nonlinear nature of power electronics. Consequently,
the most famous controllers were not long in coming. In particular,
the PID control technique is a work that nowadays is still a topic of
research.
In this section, a note on stabilization PI for pH is presented. To
summarize the fundamental ideas of modeling, the formulation is
described through the nonlinear incremental model. Next, a couple
of prepositions are presented to describe the energy-based problem,
which is solved using a suitable Lyapunov function. Finally, an im-
mersion and invariance technique is studied to estimate some changes
in the system.

2.6 port-hamiltonian for switched power converters

In this section, in the vein of the works presented in [52], [53] and [54],
the rules for pH systems are depicted; nevertheless, some equations
abuse notation in order to get good practice for the considered class
of switching converters.

The pH form considering switched power converters (2.15) is rewrit-
ten as

ẋ =

(
J0 +

m∑
i=1

Jiui − R

)
∇H(x) + E, (2.16)

then, the total energy stored in inductors and capacitors is

H(x) =
1

2
x>Qx, Q = Q> > 0, (2.17)

knowing that the vector E ∈ Rn contain the (fixed) external voltage
and current sources.

Given any class of nonlinear system of the form

ẋ = f(x) + g(x)u,

y = h(x),
(2.18)

where x,u,y are functions of time, x(t) ∈ Rn, u(t),y(t) ∈ Rm, with
m 6 n, the functions f,h are locally Lipschitz and the matrix g(x) has
full rank. Then, an assignable equilibrium state x? ∈ Rn, is formed
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from matching its derivatives to zero, or in the use of pH formulation
(see [55] for further details) as

x? ∈ E :=
{
x? ∈ Rn | g(x)⊥f(x̄?) = 0

}
, (2.19)

where g(x)⊥ ∈ R(n−m)×n is called a full-rank left-annihilator of g(x),
i. e., g(x)⊥g(x) = 0 and rank

{
g(x)⊥

}
= n−m, and define the con-

stant input and output vectors associated to x? as

u? :=
(
g>(x?)g(x?)

)−1
g>(x?)f(x?),

y? := h(x?).
(2.20)

DEFINITION

2.6.1
Nonlinear Incremental Model

ẋ = f(x) + gu? + gũ,

ỹ = h(x) − h(x?),
(2.21)

where ˜(·) := (·) − (·)? are the incremental vari-
ables.

In a similar fashion, the pH form considered in (2.16) can be mod-
eled for a class of converters, including switching external sources,
and it is described by

ẋ =

(
J0 +

m∑
i=1

Jiui − R

)
∇H(x) +

(
G0 +

m∑
i=1

Giui

)
E, (2.22)

where Gi, i ∈ m̄, are n × n matrices. Comparing (2.16) and (2.22)
one can notice that, besides the fixed sources G0E, the model contains
switching sources

∑m
i=1GiuiE. Notwithstanding, in system (2.18) one

can observe the following

REMARK

2.6.1
If the system (2.18) is a port controlled Hamilto-
nian system, then

f(x) := (J0 − R)∇H(x) +G0E, (2.23)

and

g(x) :=

m∑
i=1

(JiQx+GiE) . (2.24)
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2.6.1 Passivity of the Nonlinear Incremental Model

Proposition 2.1. [56] Consider a large class of power converters described
by (2.21). The admissible equilibria depicted in (2.18), i. e., x? satisfies

0 =

(
J0 +

m∑
i=1

Jiu
?
i − R

)
∇H(x?) +

(
G0 +

m∑
i=1

Giu
?
i

)
E, (2.25)

for some u? ∈ Rm. The nonlinear incremental model of the system for the
output ỹ := C(x?)x̃. The map C : Rn → Rm×n is defined as

C(x?) :=


E>G>1Q− (x?)>QJ1Q

...

E>G>mQ− (x?)>QJmQ

 ∈ Rm×n, (2.26)

is passive. More precisely, the system verifies the dissipation inequality

V̇ 6 ỹ>ũ,

where x̃ := x− x?, y? = Cx?, and in an abuse of notation, the (positive
definite) storage function V : Rn → R+ is given by

H(x̃) ≡ V(x) = 1

2
x̃>Qx̃. (2.27)

The system defines a passive mapping ũ → ỹ with a convex twice
continuously differentiable storage (positive definite) function V(x) :
Rn → R+, then, the time derivative of the storage function along the
trajectories is:

V̇(x) = x̃>Q ˙̃x

= x̃>Q

[(
J0 +

m∑
i=1

Jiu
?
i − R

)
∇V(x) + g(x)ũ

]
= −x̃>QRQx̃+ x̃>Qg(x)ũ,

since the output is defined as y := g>(x)∇H(x) = g>(x)Qx, one
can notice that this result can be supportive if incremental output is
defined as ỹ> = x̃>Q>g(x), the proof is completed replacing into the
storage function and using the non-negativity of R to get

V̇(x) = −x̃>QRQx̃+ ỹ>ũ

6 ỹ>ũ.
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REMARK

2.6.2
In general, the control objective of pH systems is
to shape the storage function of the system into a
desired function assigning to the closed-loop the
dynamics ẋ = (J− R)∇H(x) + gV, where H(x) is
the desired storage function and V is a free ex-
ternal signal. Fixing V = ũ, the objective will be
achieved with H(x) = H(x); and by definition of
an admissible equilibrium point 2.24, the match-
ing equation

−g(x?)u? = (J− R)∇H(x?), (2.28)

always has a solution.

2.7 immersion and invariance approach

The concept of invariance has been widely used in control theory.
Slow and fast invariant manifolds have been used to stabilize and an-
alyze the slow adaptation class of systems.
In passivity-based control (PBC), stabilization is achieved by finding
an output such that the system is passive (with some suitable storage
function that preserves the dissipation energy) [57].

As we see in [53], it is assumed that the load resistance and other
parasitic elements appear on the dissipation matrix R, i. e.

R(x) = R0(x) + θeke
>
k , (2.29)

where R0(x) ∈ Rn×n is the dissipation matrix of known elements
of the converter, ek is the kth vector of the standard n-dimensional
Euclidean basis. Taking into account (2.22), the converter can be writ-
ten in terms of known elements and the values to estimate as

ẋ := M(x,u) − θKek, (2.30)

where M : Rn ×Rm → Rn is the known function

M(x,u) :=

(
J0 +

m∑
i=1

Jiui − R0

)
Qx+

(
G0 +

m∑
i=1

Giui

)
E, (2.31)

and the estimate equation

K := e>kQx. (2.32)
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Proposition 2.2. Consider a large class of a switched power electronic con-
verter described by (2.22), with dissipation matrix of the form (2.29) and the
definitions (2.31) and (2.32). The I& I estimator

ζ̇ =
µ

γ
K
{
e>kQM(x,u) −

(
γζ−

µ

2
K2
)
QkkK

}
,

θ̂ = γζ−
µ

2
K2,

(2.33)

ensures parameter convergence if and only if, K(t) is bounded away from
zero

A quick example of the results using the I&I uncertainty estimator
is presented in the logic in Figure 2.14, divided into three parts, its
input power source, the converter, and the control. Adding the ex-
tra dynamics in the control law allows immersion into the untimely
changes that appear concerning time in the dissipation matrix. Once
the complements of R(x) are generated as seen in Equation 2.29 at
the designer’s convenience, the estimator is started and must be even
faster than the control in order to be able to follow either faster or
slower (see Figs. 2.15–2.16) depending on the selection of the param-
eters µ,γ values which are usually small.

Power 

input stack

ASL-SU2C

converter

A-PI-PBC

+ I&I estimator

Figure 2.14: Control scheme for adaptive PI-PBC.

Figure 2.15: I&I estimation for θ.
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Figure 2.16: I&I estimation for R.

2.8 chapter conclusion

In this chapter, we reviewed the methodologies necessary for the
control proposals in the following chapters. In the first instance, the
models in the state-space of the considered converter neglecting un-
certainties in the converter and parasitic elements are derived using
the small-signal approach to obtain the transfer functions as a lin-
ear control method. In addition, the stability analysis was introduced
employing the boundary crossing theorem, and together with the D-
decomposition theory, parametric spaces can be created from the pa-
rameters of a polynomial, and the A-decomposition is mentioned as
an interesting study where all the roots become real regardless of
their nature. In the second instance, energy-based models are studied,
explicitly using the representation in port-Hamiltonian, where some
definitions and propositions within the passivity theory are reviewed.
Finally, the generalized study of first-order I&I estimators was added
as a proposal to add adaptive properties to passivity-based control.
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L I N E A R A P P R O A C H

“Linear systems have an important modular virtue: You can
take them apart, and put them together again - the pieces add

up".

—James Gleick
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In this chapter, we study regulation problems through the use of the
well-known Proportional-Integral (PI) controllers, widely used in

industrial applications due to their simplicity, effectiveness, and low
cost [58]. These controllers are famously recognized for improving
tracking error and coping with the presence of load variations. There
are different tuning methods for PI controllers design (see, for in-
stance, [59], and, [60]). However, some of these methods come from a
heuristic methodology, and others are quite difficult to be applied in
high-order systems. Hence, it is required to develop tuning method-
ologies that allow a simple analytical design (regardless of the system
order), which enables considering some characteristic performances.
Then, our study is based on a PI-control scheme and, by exploiting
the continuous root property of polynomials, we propose a simple
tuning rule that allows establishing the controller gains that guaran-
tee the converging-exponential bound of the system response.
In the scope of this chapter, two cases of design of controllers for
single-loop and double-loop are presented. Using the mathematical
tools displayed in the preliminaries of this work, we develop a method-
ology that allows the correct operation of the controls through an
analytical study. The double-loop scheme is one of the most used
for power electronic converters; the intermittent question is how the
loops should evolve to have no problem in the regulation and or track-
ing of the states.

3.1 single and double-loop controllers

This section studies in detail the ASL-SU2C control scheme design
for output voltage control. Two different approaches are proposed: i)
single-loop and ii) double-loop. The latter, better known as cascade
control, uses an inner current-loop and an outer voltage-loop. The
design process is carried out by using the well-known crossing roots
stability theory (see, for instance, [45]). In this regard, the controller
parameters tuning is developed employing the σ-stability analysis cri-
teria. This analysis provides valuable information regarding the loca-
tion of the characteristic root in order to assure asymptotic stability
and a desirable exponential decay on the closed-loop system response.
To this end, our main proposition describes the location of these roots
in terms of the PI controller’s parameters.
The single-loop control scheme, depicted in Figure 3.1 is a straightfor-
ward classical feedback controller CPI(s) and open-loop plant G1(s).

45
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The goal of the control is to regulate the voltage across the load resis-
tance around a constant desired value.

Figure 3.1: Single-loop control scheme.

The double-loop control scheme (cascade control) can be under-
stood as two nested loops, which includes an inner current-loop with
controller Cc(s) and open-loop plantG2(s), and an outer voltage-loop
with controller Cv(s) and plant G3(s).

3

Figure 3.2: Double-loop control scheme.

Where G3(s) is the transfer function containing the inner current-
loop in series with the block G1(s)/G2(s), that is

G3(s) :=

[
Cc(s)G2(s)

Cc(s)G2(s) + 1

] [
G1(s)

G2(s)

]
, (3.1)

such relation is depicted in Figure 3.2. Furthermore, the design of
the three PI controllers CPI(s), Cc(s) and Cv(s) must be treated sepa-
rately. Let us denote Cm(s) := k

(m)
p + k

(m)
i

1
s , where, m ∈ {PI, c, v}.

The control objective in this second scheme is to perform voltage reg-
ulation as in the first scheme; however, in addition to the dynamics
of the inner current-loop, it allows a fast convergence to the desired
values as long as the dynamic of the inner current loop evolves faster
than the outer voltage-loop.

3.2 σ−stability analysis

Motivated by the fact that we have a plant in a closed-loop with a
PI-controller in all the above control schemes, our study is based on
the system’s characteristic equation. Then, in the following result, we
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analyze the stability of the open-loop stable systems class. Let G be a
strictly proper transfer function, given by

G(s) =
N(s)

D(s)
,

with

N(s) := bms
m + bm−1s

m−1 + · · ·+ b1s+ b0,

D(s) := ans
n + an−1s

n−1 + · · ·+ a1s+ a0.

(3.2)

Using this notation and with the knowledge that a PI controller is
defined as C(s) = kp + ki/s, the characteristic equation of a closed-
loop employing G(s) as the plant is given by

∆(s;kp,ki) := sD(s) +N(s) (kp s+ ki) . (3.3)

The stability analysis begins with the fact that for a proper class
of power electronic converters, wherein their transfer functions must
be stable in open-loop. In other words, the analysis can be pursued
if and only if D(s) is a Hurwitz polynomial; otherwise, the system
will remain unstable independently of the control action. In addition,
the controller parameters (kp,ki) determine the transient response
of the analysis, and the choice of these parameters implies that all
the characteristic roots are located on the left-half plane (LHP) in
the complex plane. The stability analysis is described by three dif-
ferent system-controller pairs G(s),C(s). First, a voltage single-loop
G1(s),CPI(s), and second, a double-loop in two steps: current inner-
loop G2(s),Cc(s) and voltage outer-loop G3(s),Cv(s), correspond-
ingly to the above PI control schemes. The fundamental ideas used
in the present analysis are the well-known crossing roots stability the-
ory (see, for instance, [35]). Such an approach is strongly based on the
fact that the characteristic roots vary continuously concerning contin-
uous variations of their parameters as root continuity property [61].
Taking into account these observations, let us consider the following
definitions

DEFINITION

3.2.1
Frequency crossing set

The frequency set Ω ⊂ R is the set of all ω ∈ R

such that, there exists at least a pair (kp,ki) for
which

∆(jω;kp,ki) = (jω)D(jω) +N(jω) (jωkp + ki)

= 0.
(3.4)
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REMARK

3.2.1
It is clear that if we take the complex conjugate of
(3.4), the following equality holds:

(−jω)D(−jω) +N(−jω) ((−jω)kp + ki)

= (jω)D(jω) +N(jω) ((jω)kp + ki).
(3.5)

Without doubt, only non-negative frequencies are
considered, i. e., Ω ⊂ R+ ∪ {0} .

DEFINITION

3.2.2
Stability crossing boundaries

The stability crossing boundaries T is the set of
all parameters

T :=
{
(kp,ki) ∈ R2 | ∃ω? ∈ Ω⇒ ∆(jω;kp,ki) = 0

}
.

In this regard, we study the behavior of the rightmost characteristic
roots (σ−stability analysis) by deriving controller parameters condi-
tions such that the characteristic equation has at least one root on a
vertical σ−axis in the complex plane. This is straightforwardly Propo-
sition 3.1.

Proposition 3.1. Let an open-loop system for a proper class of power elec-
tronic converters described by a transfer function G(s) with D(s) as a
Hurwitz polynomial and the parameter b0 > 0. Consider a fixed value
σ ∈ R | {σ < 0}, and let s? := σ + jω. Then, there is at least two char-
acteristic roots at <{s} = σ, if and only if, the parameters kp and ki are
given by

kp(ω) := −
σ

ω
=

{
1

G(s?)

}
−<

{
1

G(s?)

}
, (3.6)

ki(ω) :=

(
ω+

σ2

ω

)
=

{
1

G(s?)

}
, (3.7)

where ω ∈ R+ such that G (s?) 6= 0. Furthermore, there is at least one
characteristic root at s = σ (real crossing), if and only if

ki(σ) := −σ kp − σ G
−1(σ). (3.8)

Proof. Using Definition 3.2 we get

∆(jω,kp,ki) = 0,

jω D(jω) + (jω kp + ki)N(jω) = 0,

jω kp + ki = −jω
D(jω)

N(jω)
,
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as a set of equations that uses the concept of D−decomposition dur-
ing the two parameters kp, ki and identifying the existence of the
shift in σ-axis, now the characteristic equation employing s? = σ+ jω

is
j {ω kp}+ {σ kp + ki} = −(σ+ jω)

1

G(s?)
,

then, applying some algebraic manipulations and concepts of com-
plex variable, we can easily separate equations for kp, ki such that

j {ω kp}+ {σ kp + ki} = −(σ+ jω)

[
j=

{
1

G(s?)

}
+<

{
1

G(s?)

}]
,

= j

[
−ω<

{
1

G(s?)

}
− σ=

{
1

G(s?)

}]
+[

ω=

{
1

G(s?)

}
− σ<

{
1

G(s?)

}]
,

the proof is complete only using the algebraic fact of jb+ a and lies
finally on the set (3.6) and (3.7). Equation (3.8) is derived by fixing
jω = 0 to get a set of straight lines with a slope.

Hence, by considering σ < 0, we can also derive the set of all pa-
rameters (kp,ki); and for a particular case when σ = 0 in the previous
preposition, by sweeping ω over the interval [0,∞) allows us to build
all the complete stability crossing boundaries. Notice that inside any
parameters-space region delimited by these curves, no root crossing
is achievable, and consequently, the number of unstable character-
istic roots (stability index) is fixed. In general, these curves partition
the parameters-space in regions with a well-defined stability property
(stable or unstable). This is why they are also called stability boundaries
(SB). The same arguments are posed for any other σ value, noting that
these new curves highlight regions in which all roots are not only at
the LHP in the complex plane but the left side of a σ vertical axis.

Figure 3.3: Single-loop SB.
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Finally, the solutions of our result are presented in Figs. 3.3–3.5,
where it should be noted that not to redo the non-minimum phase
in closed-loop, only positive gains are considered. For a single con-
trol loop, we can choose within the parametric plane, however in
the cascade control the pair of gains that are selected for the in-
ner current-loop, the designer must make the result now for the
outer voltage-loop as it is attached to default values, in this case,
(kcp,kci ) = (0.056, 5.4× 103).

Figure 3.4: Inner current-loop SB.
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Figure 3.5: Outer voltage-loop SB.



3.2 σ−stability analysis 51

As an example of profit selection in the regions of the parameter
space, note a particular case in the inner current-loop. Since different
gains are selected within the ranges of σ where their step responses
are depicted in Figure 3.6 and also in Figure 3.7 its bode diagram, it is
worth noting the case in σ = −500 where it fails to settle and remains
oscillating. In the bode diagram we can see a resonant frequency peak
where it matches the frequency of oscillation in its response to the
step. Therefore, although the analysis of stability regions is entirely
numerical in combination with tuning methodologies such as Ziegler-
Nichols and Cohen-Coon, it can robustly support the results.
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Figure 3.6: Step plot response for inner current-loop.
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Figure 3.7: Bodeplot response for inner current-loop.
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3.3 chapter conclusion

In this chapter, the linear control proposal was developed employ-
ing two different scenarios for control purposes. The study called
σ-stability is explored utilizing two control schemes regarding single-
loop for an output voltage regulator and double-loop employing out-
put voltage regulation with a nested current regulation to obtain
the stability boundaries graphically and thus analyze the stability of
the ASL-SU2C converter by the numerical limits of the pair of gains
(kp,ki). This stability analysis is essential since it clarifies the selec-
tion of PI gains values. Using their parameters regions employing the
maximum exponential decay (this occurs when moving the σ axis),
i. e., employing this study, it is possible to guarantee exponential sta-
bility. Finally, a small study is added on its response to the step and
frequency and how to associate an oscillatory response by selecting
stability regions.
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“...Even if these games could be described through linear
equations, small changes in conditions would alter the outcome.
Even in the most optimistic world view, these methods are not

going to do well".

—Koleman Strumpf
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This chapter describes the nonlinear tool for the control of the ASL-
SU2C converter mentioned above. The approach is divided into

two parts, stabilization of the state vector by means of the PI-PBC
methodology and the development of a first-order uncertainty estima-
tor, giving adaptive abilities to the control when facing uncertainties
due to changes in the converter load. The modeling of the system is
given by its representation in flows and charges (instead of currents
and voltages) in order to obtain its port-Hamiltonian formalism in a
more straightforward way. Finally, a series of simulations are consid-
ered to evaluate the performance of the closed-loop system via phase
portrait plots and evaluate the load estimation.

4.1 pi-pbc stabilization

Proposition 4.1. [62] Consider a switched power converter described by
(2.22). Let x? be an equilibrium point with the corresponding constant input
u? and output y?. Assume

4.1.a The storage function of passive elements are continuously differen-
tiable and strictly convex such that

u>y 6 Ḣ =
∂H

∂x
f(x,u), ∀(x,u) ∈ Rn ×R+. (4.1)

4.1.b The switched power converter in closed loop with the PI controller

ξ̇ = −ỹ,

ũ = Kiξ−Kpỹ,
(4.2)

with ỹ = Cx̃ and C given by (2.26) (see Figure 4.1), and Ki =

K>i ,Kp = K>p , ensures all state trajectories (x(t), ξ(t)) are bounded
and

lim
t→∞ || ỹ(t) ||= 0,

if, in addition, the closed-loop satisfies the detectability assumption.

4.1.c detectability condition

ỹ ≡ 0⇒ lim
t→∞ || x̃(t) ||= 0,

where ξ? = K−1
i u?. Then, limt→∞ x(t) = x?.

55
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+
-

+ +

Figure 4.1: Common control scheme process using PI-PBC.

4.2 case of study

The ASL-SU2C converter shown in Figure 4.2 whose averaged model
is given by the equations

2φ̇Ln = E(1+ u) −
qCn
Cn

(1− u),

2q̇Cn =
φLn
Ln

(1− u) −
φLo
Lo

(1+ u),

φ̇Lo =
qCn
Cn

(1+ u) + Eu−
qCo
Co

,

q̇Co =
φLo
Lo

−
qCo
CorL

,

(4.3)

where φ = Li and q = Cv are the fluxes and charges respectively.
Ln = L1 = L2,Lo, are the value of inductances, Cn = C1 = C2,Co are
the value of capacitances, rL is the load, E the input voltage, with u is
the continuous control equal to the slew rate of PWM. The converter
parameters values are shown below in Table 4.1.

Figure 4.2: Schematic of the considered converter.
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Considering (2.22), the system can be expressed in pH form with
the definitions

x =
[
φLn qCn φLo qCo

]>
,

Q =


1/Ln 0 0 0

0 1/Cn 0 0

0 0 1/Lo 0

0 0 0 1/Co

 ,

R =


0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 1/rL

 ,

D =


1/2 0 0 0

0 1/2 0 0

0 0 1 0

0 0 0 1

 ,

G0E =
[
E 0 0 0

]>
,

G1E =
[
E 0 E 0

]>
,

J0 =


0 −1 0 0

1 0 −1 0

0 1 0 −1

0 0 1 0

 ,

J1 =


0 1 0 0

−1 0 −1 0

0 1 0 0

0 0 0 0

 .

Then, the pH system is defined as

D−1ẋ = (J0 + J1u− R)∇H(x) + (G0 +G1u)E, (4.4)

D−1ẋ =


0 −(1− u) 0 0

1− u 0 −(1+ u) 0

0 1+ u 0 −1

0 0 1 −1/rL

 ·

φLn/Ln

qCn/Cn

φLo/Lo

qCo/Co

+


E

0

0

0

+


E

0

E

0

u,
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the admissible equilibria of the system can be parametrized by the
reference vd, which is equivalent to regulation of the capacitor charge
qCo to the constant value q?Co = Covd, therefore

x? =



1
rL

u?
p

u?
n
Lnvd

Cnvd(vd−Eu
?)

vdu?
p

1
rL
Lovd

Covd


≈



0.0012

0.00014

0.0018

0.00026


. (4.5)

Table 4.1: Parameters of the switching converter

Ln Cn, Co Lo rL u? E vd fsw Po

223µH 1µF 2.34mH 338Ω 0.75 20V 260V 50kHz 200W

Performing a transformation with the variable z such that

z := D−1x, ⇒ ż = D−1ẋ, (4.6)

the total stored energy in the system now taking into account the
transformation is

H(z) =
1

2
z>Q̂z, Q̂ = DQ. (4.7)

Then, the incremental passivity model using z is defined as

˙̃z+ ż? = (J0 + J1u− R) Q̂ (z̃+ z?) +G0E+G1E (ũ+ u?) , (4.8)

with its admissible equilibria given by

0 = (J0 + J1u
? − R) Q̂z? +G0E+G1Eu

?. (4.9)

Subtracting equations (4.8) and (4.9) allow deducing the following
equation

˙̃z = (J0 + J1u− R) Q̂z̃+ J1Q̂z
? +G1Eũ. (4.10)

This makes it easy to evaluate the passivity theorem [63] and to
fulfill the dissipation inequality [64] such that

Ḣ(z̃) = z̃>Q̂ ˙̃z,

= z̃>Q̂
[
(J0 + J1u− R) Q̂z̃+ J1Q̂z

? +G1Eũ
]

,

= z̃>Q̂RQ̂z̃+ z̃>Q̂
(
J1Q̂z

? +G1E
)
ũ,

6 z̃>Q̂
(
J1Q̂z

? +G1E
)
ũ = ỹũ>,

(4.11)
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and without doubt, the mapping ũ→ ỹ derives

ỹ =
[
E>G>1 − (z?)>Q̂J1

]
Q̂z̃, (4.12)

applying algebra to return to the original state variable we have

ỹ =
[
E>G>1 − (x?)>QJ1

]
Qx̃. (4.13)

Finally, the incremental output of the converter is defined as fol-
lows

ỹ =
[
E>G>1Q− (x?)>QJ1Q

]
· x̃

=
CnE+ q

?
Cn

CnLn
φ̃Ln −

Loφ
?
Ln

+ Lnφ
?
Lo

CnLnLo
q̃Cn +

CnE+ q
?
Cn

CnLo
φ̃Lo .

(4.14)

Performing (4.14) global stability is ensured with the control law

u = Kiξ−Kpỹ+ u
?, ξ̇ = −ỹ, u? = 0.75, (4.15)

and satisfactorily complies the detectability condition such that

lim
t→∞ || ỹ(t) ||= 0, lim

t→0
|| ỹ(t) ||≈ −123, ∴ lim

t→∞ x(t) = x?.

Two simulation cases were performed to analyze the passivity-based
control; the proportional or integral gain is fixed for the first and sec-
ond cases, respectively (see Table 4.2). The phase portrait representa-
tion for the inductor current iLn in the ASL network and the capacitor
output voltage vCo was used to observe how the controlled trajectory
reaches its equilibrium points. Their trajectories can be observed in
Figs. 4.3–4.4 where we can highlight that the integral action does not
affect the growth of the current; on the other hand, the changes in the
proportional action will suffer from overshoot in the current; there-
fore, through these experiments, we arrived at the following asser-
tions for the tuning of gains in the ASL-SU2C converter

1. PI-PBC guarantees global stability at any gain (satisfies the proof
of the passivity theorem) as long as Kp,Ki ∈ R+.

2. The control performs excellent results for both voltage and cur-
rent when the inequality Kp < Ki is satisfied.
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Table 4.2: Simulation Samples.

Case 1 Kp Ki Case 2 Kp Ki

Open-loop 0.0 0.0 Open-loop 0.0 0.0

Sample 1 4× 10−4 0.1 Sample 6 2× 10−4 1.0

Sample 2 4× 10−4 0.5 Sample 7 4× 10−4 1.0

Sample 3 4× 10−4 1.0 Sample 8 6× 10−4 1.0

Sample 4 4× 10−4 1.5 Sample 9 8× 10−4 1.0

Sample 5 4× 10−4 2.0 Sample 10 1.0× 10−3 1.0
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Figure 4.3: Phase Portrait for Case 1.
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Figure 4.4: Phase Portrait for Case 2.
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4.3 a-pi-pbc stabilization

In adaptive control, a natural candidate for the target dynamics is the
closed-loop with the known-parameters. It is interesting to note that,
even though the target dynamics are not known (since they depend
on the unknown parameters), I&I is still applicable [65]. Besides, in
power electronic converters, these target dynamics are represented by
the parasitic elements in passive components, switching components,
and load changes. Due to this, we recall (2.31) and using as main
motivation the first-order estimator presented in [53], we ensure the
parameter convergence of rL = 1/θ similarly as the incremental out-
put due to θ̃ = θ̂− θ,

lim
t→∞ || θ̃(t) ||= 0, (4.16)

eK =
[
0 0 0 1

]
, (4.17)

K =
qCo
Co

, (4.18)

Qkk =
1

Co
. (4.19)

Therefore, the first-order estimator for ASL-SU2C system consider-
ing changes in rL(t) is given by

ζ̇ =
µqCo
γCo

{
φLo
CoLo

+

(
µq2Co
2C2o

− γζ

)
qCo
C2o

}
,

θ̂ =γζ−
µ

2C2o
q2Co ,

(4.20)

finally, based on the chosen pair of gains, the adaptive control is car-
ried out having a resistance change from 338Ω to 295Ω with the re-
sulting estimation r̂L depicted in Figure 4.5
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Figure 4.5: Load resistance estimation, with γ = 10 and µ = 5× 10−5.
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4.4 chapter conclusion

The nonlinear dynamics of the ASL-SU2C converter are explored in
this chapter. Knowing that the objective of control based on passivity
is stabilization, our study is essentially based on reproducing PI-PBC.
On the verge of preliminary mathematical tools, the average model
of the converter is developed through its representation in flows and
charges. As part of the stabilization, two cases were taken into ac-
count for use in a phase portrait where a gain pair was chosen, look-
ing for a path that would not put the current iLn of inductors at risk.
Finally, the A-PI-PBC stabilization is carried out by adding the dy-
namics of a first-order I&I estimator during a momentary change in
load, thus validating the control proposal.
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5
N U M E R I C A L VA L I D AT I O N

This chapter presents simulations using MATLAB for the control
proposals designed for a linear and nonlinear approach. The

open-loop response is presented to observe the equilibrium points
and transients of the states to be evaluated. The numerical evalua-
tion of the linear control is carried out by selecting values within the
stability regions, and a case where the σ-stability study presents os-
cillatory response is also shown. On the other hand, the evaluation of
the nonlinear control is performed by selecting a pair of gains within
the trajectories previously studied for its phase portrait. Finally, three
robustness tests are executed, two of them changing the load values
and the last one taking the load to its critical value Rcrit to observe
how the control reacts to the change from CCM to DCM and to be
able to arrive at a discussion for the developed tools.

5.1 open-loop response

For the numerical validation, we start with this section where the
proposed steady-state system is tested, as the responses are shown in
Figs. 5.1–5.4 match the values already reported for their voltage and
current values, in this scenario, we do not take into account the induc-
tor and capacitor ripples for control purposes as well as parametric
variations and parasites of passive elements.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

·10−2

0

50

100

150

200

250

300

350

400

Time (s)

V
ol
ta
ge

(V
)

vCo(t) Open-loop
v?Co

= 260V

Figure 5.1: Open-loop response for voltage output.
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Figure 5.2: Open-loop response for voltage in PSC (SU2C) network.
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Figure 5.3: Open-loop response for current output.
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Figure 5.4: Open-loop response for current in ASL network.
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5.2 linear control

All numerical computations and simulations shown in this section
were developed using the Matlab software (Simulink/SimPowerSys-
tems). We study two cases for single-loop and double-loop PI control
schemes. The resulting parameters-space for σ-stability analysis are
shown above in Figure 3.3 and Figs. 3.4–3.5, respectively. The first re-
sult for a single-loop is obtained by a direct application of Proposition
3.1, and the pair of gains is chosen as (kPIp ,kPIi ) = (0.1× 10−3, 0.5)
from the region σ > 500. Similarly, in double-loop, we study the in-
ner current-loop shown in Figure 3.4. Using this figure, we choose
(kcp,kci ) = (0.056, 5.4× 103) from the region σ < −4000. Subsequently,
we choose (kvp,kvi ) = (0.081, 95.5) from the region −500 < σ < 0 in or-
der to fulfill a pole placement at least ten times farther than that of the
inner current-loop. Thus, stability is ensured, and the inner current-
loop exponential decay is designed faster than the voltage outer-loop.
The performance of the control schemes is presented in Figs. 5.5–5.8
and Figs. 5.10–5.13 for the single and double loops by applying a soft
start technique and the control action later at t = 0.01s as we can see
in the control laws depicted in Figure 5.9 and Figure 5.14.

0 0.5 1 1.5 2 2.5 3

·1 · 10−2

0

50

100

150

200

250

Time (s)

V
ol
ta
ge

(V
)

vCo
(t) Single-Loop

Figure 5.5: Voltage vCo(t) in single-loop at nominal operation.
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Figure 5.6: Voltage vCn(t) in single-loop at nominal operation.
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Figure 5.7: Current iLo(t) in single-loop at nominal operation.
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Figure 5.8: Current iLn(t) in single-loop at nominal operation.

Figure 5.9: Control law u(t) in single-loop at nominal operation.
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Figure 5.10: Voltage vCo(t) in double-loop at nominal operation.
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Figure 5.11: Voltage vCn(t) in double-loop at nominal operation.
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Figure 5.12: Current iLo(t) in double-loop at nominal operation.
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Figure 5.13: Current iLn(t) in double-loop at nominal operation.
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Figure 5.14: Control law u(t) in double-loop at nominal operation.

From the simulations, an interesting observation in the control schemes
are the behaviors when the control action is delivered to them; for a
single-loop, voltages vCn and vCo has a slight overshoot as in currents
iLn and iLo even though the design is only intended to regulate the
voltage output. On the other hand, it does not occur in the double-
loop where there is a voltage drop in the voltages producing brief
overshoots and undershoots in currents; this is because we need to
bring the system around the operating point and having only a sin-
gle equilibrium point the control action could start before. However,
it is an assumption that is made numerically speaking.
Furthermore, we present another case for the single-loop controller
that highlights the importance of selecting the pair of gains in the
parameter-space described in Figure 3.3. At nominal operation de-
picted in Figs. 5.15–5.16 presents an oscillating behavior for both volt-
age vCo and current iLn during steady-state by selecting (kPIp ,kPIi ) =

(0.038× 10−3, 0.52), which is stable in the region σ > −500 but the
proportional action is deficient, causing the oscillations associated to
the integral action. This transient response illustrates a bad design
for σ−stability that might occur because one feature of this method is
that we can handle the speed convergence by its stability regions, but
in some cases, the convergence is dependent regardless of pure pro-
portional or integral action affecting steady-state response. Therefore,
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as a good design practice, it is advisable to use other tuning criteria
as a support (see, for instance, [66]).
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Figure 5.15: Voltage vCo with oscillating behavior.
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Figure 5.16: Voltage iLn with oscillating behavior.
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5.3 nonlinear control

In the case of the nonlinear approach, we get the simulations depicted
in Figs. 5.17–5.20 employing the parameters shown in Table 4.1, by
selecting Sample 8 Kp = 6× 10−4 and Ki = 1 as the pair of gains. The
results for each state of ASL-SU2C are presented by the assumption
of a known load without changes and initial conditions equal to zero,
showing regulation in detail through capacitor voltages and inductors
currents.
In this type of control, it is remarkable the kind of start-up we have
from t = 0 until the system reaches the convergence of the desired
value with any gain Kp,Ki (proof of detectability). In the simulation
samples presented in Chapter 4, it is observed that all of them are
asymptotically stable; however, we chose to take Sample 8 because
we consider that it was the best trajectory for the states of interest.
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Figure 5.17: Voltage vCo(t) PI-PBC at nominal operation.
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Figure 5.18: Voltage vCn(t) PI-PBC at nominal operation.
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Figure 5.19: Current iLo(t) PI-PBC at nominal operation.
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Figure 5.20: Current iLn(t) PI-PBC at nominal operation.

Figure 5.21: Control law u(t) in PI-PBC at nominal operation.
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5.4 transient-response comparison

In this evaluation, three types of tests were performed where the load
values were changed to emulate cases that could occur during spe-
cific time intervals. The load changes, in particular, were made in
brief periods due to we want to highlight the properties of the σ-
stability methodology since it is a result that performs the maximum
speed of convergence. The simulation cases shown do not start from
zero since when observing the previous results the nonlinear control
would exceed widely in the start to the other controllers. At the end
of this section, we depicted the specification tables of the transient
response for tests 1 and 3 and some small observations and remarks
for test 2, since, in test 2, the load value changes suddenly and in
a staggered manner; for making transient response specification an
evaluation would have to be made for each time interval.
Therefore, the robustness tests are divided into a) the dynamic load
and the response of the I&I observer, fixing in all tests the parame-
ters γ = 10, ζ = 5× 10−5, b) the response of the control laws, c), d),
e) and f) correspond to the responses of each state of the converter,
respectively. Then, the load shifting cases were performed to

1. holding the load at twice its nominal value and returning .

2. rise to twice its nominal value and fall in a staggered manner.

3. change to Rcrit.

Table 5.1 shows the robustness tests in detail.

Table 5.1: Performance of controllers in robustness tests.

Test
Resistance

Load
A-PI-PBC Double-Loop Single-Loop

1

676Ω, t < 0.02s

338Ω, 0.02s 6 t < 0.024s

Kp = 6× 10−4,Ki = 1

γ = 10, ζ = 5× 10−5
kcp = 0.056,kci = 5.4× 103

kvp = 0.081,kvi = 95.5

kPIp = 0.1× 10−3

kPIi = 0.5

2

338Ω, t < 0.02s

576Ω, 0.02s 6 t < 0.024s

676Ω, 0.024s 6 t < 0.036s

338Ω, 0.036s 6 t < 0.04s

238Ω, 0.04s 6 t < 0.044s

Kp = 6× 10−4,Ki = 1

γ = 10, ζ = 5× 10−5
kcp = 0.056,kci = 5.4× 103

kvp = 0.081,kvi = 95.5

kPIp = 0.1× 10−3

kPIi = 0.5

3

338Ω, t < 0.03s

2597Ω, 0.03s 6 t < 0.11s

338Ω, 0.11s 6 t < 0.13s

Kp = 6× 10−4,Ki = 1

γ = 10, ζ = 5× 10−5
kcp = 0.056,kci = 5.4× 103

kvp = 0.081,kvi = 95.5

kPIp = 0.1× 10−3

kPIi = 0.5
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Figure 5.22: Robustness test 1.

Figure 5.23: Control law under test 1.
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Figure 5.24: Voltage vCo(t) of the proposed control tools under test 1.
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Figure 5.25: Voltage vCn(t) of the proposed control tools under test 1.
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Figure 5.26: Current iLo(t) of the proposed control tools under test 1.
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Figure 5.27: Current iLn(t) of the proposed control tools under test 1.
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Figure 5.28: Robustness test 2.

Figure 5.29: Control law under test 2.
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Figure 5.30: Voltage vCo(t) of the proposed control tools under test 2.
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Figure 5.31: Voltage vCn(t) of the proposed control tools under test 2.
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Figure 5.32: Current iLo(t) of the proposed control tools under test 2.
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Figure 5.33: Current iLn(t) of the proposed control tools under test 2.
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Figure 5.34: Robustness test 3.

Figure 5.35: Control law under test 3.
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Figure 5.36: Voltage vCo(t) of the proposed control tools under test 3.

2 4 6 8 10 12

·1 · 10−2

80

100

120

140

160

180

200

Time (s)

V
ol
ta
ge

(V
)

vCn
(t) Single-Loop vCn

(t) Double-Loop vCn
(t) A-PI-PBC

Figure 5.37: Voltage vCn(t) of the proposed control tools under test 3.
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Figure 5.38: Current iLo(t) of the proposed control tools under test 3.
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Figure 5.39: Current iLn(t) of the proposed control tools under test 3.
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The results shown in Figs. 5.22–5.39 summarize the three robust-
ness tests of the system by changing the converter load values. For
the evaluation of its transient-response, we took into account specific
characteristics that occur when the state trajectory values are above
and below its nominal response only for voltage vCo and current iLn ,
since the control schemes were designed for the best performance
of these two states. Figure 5.40 shows an example of how we mea-
sured the characteristics for the specification tables in each robust-
ness test. Therefore, bottom time, maximum undershoot, and under
settling time refer to transients below their nominal values whereas
peak time, maximum overshoot, and upper settling time to transients
above their nominal operation.

Test 1

Figure 5.40: Example of transient-response for each specification.
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Table 5.2: Transient-response specifications for voltage vCo , Test 1.

Specification A-PI-PBC Double-Loop Single-Loop

Bottom Time, tb (ms) 0.23 0.17 0.24

Peak Time, tp (ms) 0.23 0.17 0.24

Maximum Overshoot (%) 13.3 10.61 17.2

Maximum Undershoot (%) 12.57 9.73 14.92

Settling time, under (ms) 3.7 1.9 N.A.

Settling time, upper (ms) 8.95 1.86 12.43

Not applicable (N.A.)

Table 5.3: Transient-response specifications for current iLn , Test 1.

Specification A-PI-PBC Double-Loop Single-Loop

Bottom Time, tb (ms) N.A. 4.59 4.57

Peak Time, tp (ms) N.A N.A. 0.58

Maximum Overshoot (%) N.A. N.A. 34.18

Maximum Undershoot (%) N.A. 11.9 89.17

Settling time, under (ms) 12.1 7.08 N.A.

Settling time, upper (ms) 3.38 1.92 18.83

Not applicable (N.A.)

Test 2

REMARK

5.4.1
For the robustness Test 2, different types of
changes were made, which we limited to making
a comparison of their transients because it would
have to be done for each time interval, something
that would not be worth it since the test was car-
ried out with powerful changes of its nominal
load value and in a very short period. We can see
in Figs. 5.29–5.33 that the double-loop control is
hugely superior to the other tools, and this is clear
to understand since the use of σ-stability gives the
designer in a graphic way the speed limit, i. e., the
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maximum exponential decay, due to this not only
asymptotic stability is ensured; also exponential
stability is guaranteed.

Test 3

Table 5.4: Transient-response specifications for voltage vCo , Test 3.

Specification A-PI-PBC Double-Loop Single-Loop

Bottom Time, tb (ms) 0.21 0.19 0.23

Peak Time, tp (ms) 0.23 0.17 0.24

Maximum Overshoot (%) 24.11 19.03 130.84

Maximum Undershoot (%) 21.88 16.65 30.7

Settling time, under (ms) 6.6 2.6 11.1

Settling time, upper (ms) 36.03 4.14 N.A

Not applicable (N.A.)

Table 5.5: Transient-response specifications for current iLn , Test 3.

Specification A-PI-PBC Double-Loop Single-Loop

Bottom Time, tb (ms) 0.57 0.46 0.56

Peak Time, tp (ms) N.A N.A. 0.6

Maximum Overshoot (%) N.A. N.A. 58.27

Maximum Undershoot (%) 27.5 167.14 679.14

Settling time, under (ms) 16.19 4.09 N.A.

Settling time, upper (ms) 4.8 2.3 14.9

Not applicable (N.A.)

5.5 chapter conclusion

In this chapter, the control proposals were performed numerically for
both linear and nonlinear control. In addition to them, some transient-
response specifications are attached for three robustness tests. All the
control results are shown for each state; however, it must be taken
into account that in the linear approach, only takes as a reference the
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output voltage vCo and the inductors current iLn .
In nominal tests, a disadvantage of double-loop can be observed
when starting the control action. There is a drop in output voltage
and the current of the ASL inductors; this could happen for some
numerical errors that the reset of the integrators can cause in the
soft-start period, which on the other hand does not happen with the
control of a single loop and even more so in the nonlinear control has
an ideal start, with certain restraints of the output current iLo .
We observe the fast action of the I&I estimator in all load changes,
which has fast convergence and does not present overshoots in load
changes. The control laws of the three robustness tests do not present
values far from their nominal values, so there are no efforts on the
part of the controller.
The load changes were made in a short period and with a high load
scale; since one of the advantages of the considered converter has a
critical resistance value at a high nominal rate (approximately 769%).
In the three robust tests, the convergence times are significantly faster
in the double-loop than in the other controllers; however, in the test
that we drive the converter to DCM, unlike A-PI-PBC, it reaches neg-
ative values, this without considering the inductor ripples but at the
implementation, it could represent a high risk not only in the induc-
tors but also could affect the power supply.
As a final comment, we conclude that these controllers would have
to be carried out to experimentation to make a better comparison or
make figures of merit. Since it is a numerical evaluation, some aspects
that may occur in the instrumentation are not considered; in general,
the controllers perform their work guaranteeing asymptotic stability,
and even more, the double loop provides exponential stability; in Ta-
ble 5.6, we write some comments on general performance.

Table 5.6: Performance of controllers in robustness tests.

Controller
Control action

at t = 0

Convergence

time Test 1

Convergence

time Test 2

Convergence

time Test 3

A-PI-PBC Excellent Good Good Excellent

Double-Loop Fair Excellent Excellent Good

Single-Loop Good Poor Poor Poor
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6
C O N C L U D I N G R E M A R K S A N D F U T U R E W O R K

6.1 concluding remarks

The tools developed in this work left lessons learned that are mainly
listed in two points for the linear and nonlinear controllers:

• We propose a new non-heuristic geometric design for tuning pa-
rameters in PI control. During the high nonlinear nature of the
circuit, a linear model based on the well-known small-signal ap-
proach is presented to establish a control law. This work extends
the results for designing single-loop and double-loop control
schemes for a suitable power electronic converter. We character-
ize the stability boundaries of the controllers’ parameters and
exponential decay using the crossing roots stability theory. The
cascade control increases the σ-stability analysis complexity due
to the polynomial order and the parameter-space of the outer
voltage-loop, which is dependent to selecting a pair of gains
in the inner current-loop, resulting in at every choice, a new
parameter-space. In addition, a comparison among the control
schemes shows a faster convergence and exhibits an advantage
of the double-loop during transient states for a full regulation
for some level of disturbance granting asymptotic stability. Fur-
thermore, we present a case with another pair of gains exclu-
sively for the single-loop which values present pure integral
action causing an oscillating behavior; hence, a good practice
for selecting gains in the parameter-space is a combination of
conventional methods following the σ-stability criteria.

• The nonlinear approach is mainly divided into three parts: the
importance of representing a physical system by means of port-
Hamiltonian, which in turn is a natural representation of power
electronic converters. The identification of the problem, whose
objective is to model a converter that explores the Hamiltonian
formulation for a particular class of systems, in which we could
see that the ASL-SU2C topology fits perfectly into this structure
because of the scaling states for the inductor and capacitor net-
works, and the solution of the problem, given the guidelines for
the control design via PI-PBC, a control law is generated, en-
suring the detectability condition and guaranteeing the global
asymptotic stability in the sense of Lyapunov as well as the de-
sign of an I&I estimator when the system faces load changes.
As a final comment, this design methodology can be taken to
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any converter; however, if a specification analysis is required,
it is necessary to emphasize the transient response to generate
figures of merit and comply with the required regulations.

6.2 future work

Rioverde is a municipality that has 289 communities, examples such
as El Resumidero mentioned in the motivation of the thesis, is just
an example of the deprivation of human needs such as electricity in
Mexico. The proposal of these control tools can support and assist in
monitoring small-scale systems such as microgrids in an individual
approach. However, even with the tools developed in this thesis, there
is still much work to be done to create a microgrid.
Energy independence will still be a topic of conversation in the future
since we have to put in place actions that involve the sectors less
benefited by the centralization of cities. Therefore the future work is
listed as follows:

• Carry out the instrumentation of the device in open-loop to ob-
serve the viability of the modeling; if it does not satisfy the
needs raised, the dynamic equations have to take into account
the parasitic elements of the passive components.

• To mature σ-stability theory as a new approach for low-order
controllers.

• Development and optimization of the converter prototype, us-
ing design values for a specific application using standardized
dimensions for low voltage direct current systems (Standard
IEC 60038).

• Perform robustness analysis, comparison tables and figures of
merit for prototypes of the ASL-SU2C topology.

• Consider in the implementation of the prototype variations of
the energy source to guarantee its reliability in the interconnec-
tion with systems that are intermittent in the generation and
production of energy (solar panels, fuel cell), and ensure excel-
lent performance.

• Interconnect off-grid different prototypes in a controlled system
as an DC-microgrid for evaluation with different power sup-
plies in island mode.

• Evaluate multiwinding transformer-based DC-DC converters as
an approach for injecting multiple levels of power supplies.
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In this Appendix, the codes that were used for the creation of the
stability regions for both types of controls, as well as the simulation
schemes that were developed using MATLAB, are attached.

Listing 1: Inner Current Loop Analysis

1 %% INNER CURRENT LOOP REGIONS PLOT

clc

figure(1)

clf

6

% STEADY-STATE VALUES

IL=70/13;

VC=140;

ILO=10/13;

11 VCO=260;

% CIRCUIT PARAMETERS

L=223e-6;

Lo=2.34e-3;

16 C=1e-6;

Co=1e-6;

R=338;

E=20;

D=0.75;

21 Di=1-D;

Dii=1+D;

%% PLANT INFORMATION

26 % NUMERATOR

nc1 = (1/(2*L))*(E+VC);

nc2 = (1/(2*L))*(((1/(Co*R))*(E+VC))+((Di/(2*C))*(IL+ILO)));

nc3 = (1/(2*L))*(((Di/(2*C*Co*R))*(IL+ILO))+(((2*C+Co*(Dii

^2+Di*Dii))/(2*C*Co*Lo))*(E+VC)));

nc4 = (1/(2*L))*((((Dii*(Di+Dii))/(2*C*Co*Lo*R))*(E+VC))+(((

Di)/(2*C*Co*Lo))*(IL+ILO)));

31

CurrentNum = [nc1 nc2 nc3 nc4];

% DENOMINATOR

97
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d1=1/(Co*R);

36 d2=(Co*Lo*Di^2 + 2*Co*L*Dii^2 + 4*C*L)/(4*C*Co*L*Lo);

d3=((Lo*Di^2)+(2*L*Dii^2))/(4*C*Co*L*Lo*R);

d4=(Di^2)/(4*C*Co*L*Lo);

GenericDen=[1 d1 d2 d3 d4];

41

%% STABILITY BOUNDARY

sigma_inicial = 0;

sigma_final = 4000;

46 inc = 500;

sgma = sigma_inicial:inc:sigma_final;

vcolor = [0, 0.6, .4];

%% PLOTS OF SIGMA

51 for iter = 1:1:length(sgma)

sigma = sgma(iter);

vcolor(1)=iter/length(sgma);

w=linspace(0,1e5,10000);

56 %% DEFINE s AS s(sigma;omega)

s = -sigma+1i.*w;

N0 = nc1*sigma^3 + nc2*sigma^2 + nc3*sigma + nc4;

D0 = sigma^4 + d1*sigma^3 + d2*sigma^2 + d3*sigma + d4;

61

N = nc1*s.^3 + nc2*s.^2+nc3*s+nc4;

D = s.^4 + d1*s.^3 + d2*s.^2 + d3*s + d4;

%% LINES IN w=0

66 Kp_rect = linspace(-0.04,2,10000);

Ki_rect = sigma*Kp_rect+sigma*(D0/N0);

hold on

%% SWEEP OF OMEGA

71 vKp=-real(D./N)+((sigma./w).*imag(D./N));

vKi=(w+((sigma^2)./w)).*imag(D./N);

hold on

cruce = InterX([vKp; vKi], [Kp_rect; Ki_rect]);

76

if sigma==0

vKp0=vKp;

vKi0=vKi;

hold on
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81 mask=Ki_rect<vKi;

fx=[vKp(mask),fliplr(Kp_rect(mask))];

fy=[vKi(mask),fliplr(Ki_rect(mask))];

str = '#f29e4c';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

86 hinicial=fill(fx,fy,color, 'EdgeColor', [0 0 0])

set(gcf,'units','points','position',[10,10,500,470])

axis([0 .32 0 10000])

box on

xlabel('$$k_p$$','FontSize', 24 , 'interpreter',

'latex');

91 ylabel('$$k_i$$','FontSize', 24 , 'interpreter'

, 'latex');

legend('Stability Boundary', 'interpreter', '

latex')

else

%% STABILITY REGIONS

96 if sigma==4000

str = '#2c699a';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

hfinal=fill(vKp(3492:4555),vKi(3492:4555),color, '

EdgeColor', [0 0 0])

set(hfinal,'EdgeColor','k')

101 end

if sigma==3500

str = '#048ba8';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

106 hfinal=fill(vKp(3464:4935),vKi(3464:4935),color, '

EdgeColor', [0 0 0])

set(hfinal,'EdgeColor','k')

end

if sigma==3000

111 str = '#0db39e';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

hfinal=fill(vKp(3445:5610),vKi(3445:5610),color, '

EdgeColor', [0 0 0])

set(hfinal,'EdgeColor','k')

end

116

if sigma==2500

str = '#16db93';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;
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hfinal=fill(vKp(3432:7390),vKi(3432:7390),color, '

EdgeColor', [0 0 0])

121 set(hfinal,'EdgeColor','k')

end

if sigma==2000

lim=[0 .32 0 16000];

126 str = '#83e377';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

hfinal=fill(vKp(3440:10000),vKi(3440:10000),color, '

EdgeColor', [0 0 0])

end

131 if sigma==1500

lim=[0.02 .32 0 16000];

str = '#b9e769';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

hfinal=fillout(vKp(3000:10000),vKi(3000:10000),lim,

color, 'EdgeColor', [0 0 0])

136 set(hfinal,'EdgeColor','k')

end

if sigma==1000

lim=[0.02 .32 0 16000];

141 str = '#efea5a';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

hfinal=fillout(vKp(3000:10000),vKi(3000:10000),lim,

color, 'EdgeColor', [0 0 0])

set(hfinal,'EdgeColor','k')

end

146

if sigma==500

lim=[0.02 .32 0 16000];

str = '#f1c453';

color = sscanf(str(2:end),'%2x%2x%2x',[1 3])/255;

151 hfinal=fillout(vKp(3000:10000),vKi(3000:10000),lim,

color, 'EdgeColor', [0 0 0])

set(hfinal,'EdgeColor','k')

end

axis([0 .32 0 10000])

hold on

156

end

end

Listing 2: Outer Voltage Loop Analysis.
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1 %% OUTER VOLTAGE LOOP REGIONS PLOT

clc

figure(1)

clf

6

nv1=(E+VC)/(Co*Lo);

nv2=-(Dii*(IL+ILO))/(2*C*Co*Lo);

nv3=((Di^2+Di*Dii)*(E+VC))/(4*C*Co*L*Lo);

11 nc1 = (1/(2*L))*(E+VC);

nc2 = (1/(2*L))*(((1/(Co*R))*(E+VC))+((Di/(2*C))*(IL+ILO)));

nc3 = (1/(2*L))*(((Di/(2*C*Co*R))*(IL+ILO))+(((2*C+Co*(Dii

^2+Di*Dii))/(2*C*Co*Lo))*(E+VC)));

nc4 = (1/(2*L))*((((Dii*(Di+Dii))/(2*C*Co*Lo*R))*(E+VC))+(((

Di)/(2*C*Co*Lo))*(IL+ILO)));

16 d1=1/(Co*R);

d2=(Co*Lo*Di^2 + 2*Co*L*Dii^2 + 4*C*L)/(4*C*Co*L*Lo);

d3=((Lo*Di^2)+(2*L*Dii^2))/(4*C*Co*L*Lo*R);

d4=(Di^2)/(4*C*Co*L*Lo);

21 %% INNER CURRENT LOOP GAINS

kp1=0.056;

ki1=5.4e3;

26 n1=nv1*kp1;

n2=nv1*ki1+nv2*kp1;

n3=nv2*ki1+nv3*kp1;

n4=nv3*ki1;

31 VoltageNum = [n1 n2 n3 n4];

cpc1 = d1 + (kp1*nc1);

cpc2 = d2 + (kp1*nc2) + (ki1*nc1);

cpc3 = d3 + (kp1*nc3) + (ki1*nc2);

36 cpc4 = d4 + (kp1*nc4) + (ki1*nc3);

cpc5 = ki1*nc4;

VoltageDen = [1 cpc1 cpc2 cpc3 cpc4 cpc5];

41 sigma_inicial = 0;

sigma_final = 360;

inc = 120;

sgma = sigma_inicial:inc:sigma_final;



102 appendix

vcolor = [0, 0.6, .4];

46

for iter = 1:1:length(sgma)

w=linspace(-0.001,1e5,10000);

sigma = sgma(iter);

51 vcolor(1)=iter/length(sgma);

% Definicion de s

s = -sigma+1i.*w;

56 N0 = n1*sigma^3 + n2*sigma^2 + n3*sigma + n4;

D0 = sigma^5 + cpc1*sigma^4 + cpc2*sigma^3 + cpc3*sigma^2 +

cpc4*sigma + cpc5;

N = n1*s.^3 + n2*s.^2 + n3*s + n4;

61 D = s.^5 + cpc1*s.^4 + cpc2*s.^3 + cpc3*s.^2 + cpc4*s + cpc5

;

% Recta en w=0

Kp_rect = linspace(-.2,.09,2063);

Ki_rect=sigma*Kp_rect+sigma*(D0/N0);

66 hold on

% Barrido en frecuencia

vKp=-real(D./N)+((sigma./w).*imag(D./N));

vKi=(w+((sigma^2)./w)).*imag(D./N);

71 hold on

cruce = InterX([vKp; vKi], [Kp_rect; Ki_rect])

76

if sigma==0

hinicial=fill(vKp(500:4000),vKi(500:4000),[1 0.5 1])

;

axis([0 .12 0 1400])

xlabel('$$K_p$$','FontSize', 24 , 'interpreter', '

latex');

81 ylabel('$$K_i$$','FontSize', 24 , 'interpreter', '

latex');

legend('Stability Boundary','Location','best','

interpreter', 'latex')

hold on

box on
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else

86 if sigma==120

x=vKp(276:2278);

y=vKi(276:2278);

x1=Kp_rect(1:2003);

91 y1=Ki_rect(1:2003);

mask=y>y1

fx = [x1(mask), fliplr(x(mask))];

fy = [y1(mask), fliplr(y(mask))];

96 fill_color = [1 1 0];

fh = fill(fx,fy,fill_color);

end

101 if sigma==240

x2=vKp(286:2279);

y2=vKi(286:2279);

x3=Kp_rect(1:1994);

y3=Ki_rect(1:1994);

106

mask=y2>y3

fx = [x2(mask), fliplr(x3(mask))];

fy = [y2(mask), fliplr(y3(mask))];

fill_color = [1 0.6 0];

111 fh = fill(fx,fy,fill_color);

end

if sigma==360

116 x4=vKp(296:2281);

y4=vKi(296:2281);

x5=Kp_rect(1:1986);

y5=Ki_rect(1:1986);

121 mask=y4>y5

fx = [x4(mask), fliplr(x5(mask))];

fy = [y4(mask), fliplr(y5(mask))];

fill_color = [1 0.4 0.4];

fh = fill(fx,fy,fill_color);

126

end

end
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131 end

Listing 3: PI-PBC Main Program.

%% PARAMETERS

E = 20; % Voltage input (V)

4 L1 = 223e-6; % Inductance (H)

L2 = 2.34e-3; % Inductance (H)

C1 = 1e-6; % Capacitance (F)

C2 = 1e-6; % Capacitance (F)

rL = 338; % Load Resistance (Ohms)

9

D = 0.75; % Duty Cycle *for OL test*

Ki = 0.05;

Kp = 1e-4;

14

%% EQUILIBRIUM CRITERIA

vd = 260;

19

u_star = (vd-E)/(vd+3*E);

u_p = 1 + u_star;

u_n = 1 - u_star;

24 phi_ee_1 = (L1/rL)*(u_p/u_n)*vd;

phi_ee_2 = (1/rL)*L2*vd;

q_ee_1 = ((vd-(E*u_star))/(vd*u_p))*C1*vd;

q_ee_2 = C2*vd;

29 p1 = ((q_ee_1 +(E*C1))/(2*C1*L1))*phi_ee_1;

p2 = (((L2*phi_ee_1)+(L1*phi_ee_2))/(2*C1*L1*L2))*q_ee_1;

p3 = ((q_ee_1 +(E*C1))/(C1*L1))*phi_ee_2;

y0 = p1-p2+p3;

34 %% PLOTS

figure(1)

plt1=plot(out.tout,out.simout(:,1),'k');

title('Control Law','FontSize', 12, 'interpreter', 'latex')

39 xlabel('Time (s)','FontSize', 12, 'interpreter', 'latex')

ylabel('$\tilde{u}$','FontSize', 12, 'interpreter', 'latex')

legend({'$\tilde{u}$ Error','$V_{out}$ PI-PBC'},'Location','

best','FontSize', 12, 'interpreter', 'latex')

plt1(1).LineWidth = 2;
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44 figure(2)

plt2=plot(out.tout,out.simout(:,2),'b',out.tout,out.simout

(:,3),'r--');

title('Voltage Output','FontSize', 12, 'interpreter', 'latex

')

xlabel('Time (s)','FontSize', 12, 'interpreter', 'latex')

ylabel('Voltage (V)','FontSize', 12, 'interpreter', 'latex')

49 legend({'$V_{out}$ PI-PBC','$V_{out}$ Open Loop'},'Location'

,'best','FontSize', 12, 'interpreter', 'latex')

plt2(1).LineWidth = 2;

plt2(2).LineWidth = 1;

figure(3)

54 plot(out.simout(:,2),out.simout(:,4),'b',out.simout(:,3),out

.simout(:,5),'r');

title('Phase Portrait','FontSize', 12, 'interpreter', 'latex

')

xlabel('Voltage $v_{C_o}$ (V)','FontSize', 12, 'interpreter'

, 'latex')

ylabel('Current $i_{L}$ (A)','FontSize', 12, 'interpreter',

'latex')

59

%% Save .txt file

64 Table1=[out.tout,out.simout(:,1)];

Table2=[out.tout,out.simout(:,2)];

Table3=[out.tout,out.simout(:,3)];

Table4=[out.simout(:,2),out.simout(:,4)];

Table5=[out.simout(:,3),out.simout(:,5)];

69 Table6=[out.simout(:,2),out.simout(:,4)];

Table7=[out.tout,out.simout(:,2),out.simout(:,4)]; %

Control

Table8=[out.tout,out.simout(:,3),out.simout(:,5)]; % Sin

Control

Table9=[out.simout(:,2),out.simout(:,4),out.simout(:,6)]; %

Control

74 Table10=[out.simout(:,3),out.simout(:,5),out.simout(:,6)];

% Sin Control

%

%

save('yTilde.txt','Table1', '-ASCII','-append');
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save('PIPBC.txt','Table2', '-ASCII','-append');

79 save('OL.txt','Table3', '-ASCII','-append');

save('PhasePort.txt','Table5', '-ASCII','-append');

save('PPControl.txt','Table6', '-ASCII','-append');

save('x1x2tC4.txt','Table7', '-ASCII','-append');

save('x1x2tNC.txt','Table8', '-ASCII','-append');

84 save('x1x2HdC4.txt','Table9', '-ASCII','-append');

save('x1x2HdNC.txt','Table10', '-ASCII','-append');

%% II parameters

89 Lambda = 5e-5;

Gamma = 10;
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a.1 simulink models

Figure A.1: Schematic of Simulation PI-PBC.
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Figure A.2: Simscape Power Systems Model for ASL-SU2C.

Figure A.3: Simscape Active Switching Inductors.

Figure A.4: Simscape Passive Switching Capacitors.
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Figure A.5: Simscape Low-Pass Filter.

Figure A.6: Single-loop controller.

Figure A.7: Double-loop controller.
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