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Abstract

At present, Stirling engines are of interest for many research due to their ca-
pacity to use any source of heat, quiet operation and non-polluting character.
Therefore, this devices are part the many alternatives for the development of new
methods for sustainable energy transformation. Stirling engines are classified into
kinematic (beta, alpha and gamma) and dynamic, which consist of Free Piston
Stirling Engines (FPSE). A kinematic Stirling engine uses a typical crank mech-
anism with a flywheel to produce a 90◦ out of phase reciprocating motion of the
piston parts. This type of Stirling engines are the most studied until now, both
theoretically and experimentally. The FPSE is distinctive for the reason that it
excludes all wearing mechanisms. It provides the possibility of extremely long
operating life, higher efficiency and zero maintenance. This thesis centers on a
new design methodology for FPSE. A complete design procedure for FPSE based
on its stability and including fundamental components is described. Pressure
losses in components (heater, regenerator and cooler) are included as an impor-
tant part of the design methodology. Calculation of the friction factor and the
Nusselt number are carried out using well-known experimental correlations. The
variety of matrix types included and their design parameters add more calcula-
tion, which this suggest a more practical tool to automate the design process.
An original Graphical User Interface (GUI) is developed through an original code
generated using matlab. The implementation of a based-on genetic reproduction
algorithm resulted in a powerful tool to find parameters that successfully satisfy
the output power desired. This GUI includes the calculation of the natural oscil-
lation frequency of the engine, based on the dynamic analysis, stability analysis
and its representation in the complex plane. Besides, it offers the friction factors
and Nusselt number according to the type heat exchanger. Given the significant
amount of variables and the number of iterations needed to accomplish the desired
parameters, the proposed design technique, summarized in the GUI, represents
a fast and useful solution to new designers. The design parameters obtained are
corroborated with reported results. A final technical data of the designed engine
is offered using the GUI.
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Resumen

En la actualidad, los motores Stirling son de interés para muchas investigaciones
debido a su capacidad para utilizar cualquier fuente de calor, funcionamiento si-
lencioso y carácter no contaminante. Por lo tanto, estos dispositivos son parte
de las muchas alternativas para el desarrollo de nuevos métodos para la trans-
formación de enerǵıa sostenible. Los motores Stirling se clasifican en cinemáticos
(beta, alfa y gamma) y dinámicos, que consisten en motores Stirling de pistón
libre (FPSE). Un motor Stirling cinemático utiliza un mecanismo de manivela
t́ıpico con un volante para producir un movimiento alternativo desfasado a 90◦ de
las partes del pistón. Este tipo de motores Stirling son los más estudiados hasta
ahora, tanto teórica como experimentalmente. El FPSE es distinto por la razón
de que excluye todos los mecanismos de uso. Ofrece la posibilidad de una vida
útil extremadamente larga, mayor eficiencia y cero mantenimiento. Esta tesis se
centra en una nueva metodoloǵıa de diseño para FPSE. Se describe un proced-
imiento de diseño completo para FPSE basado en su estabilidad e incluyendo
componentes fundamentales. Las pérdidas de presión en los componentes (ca-
lentador, regenerador y enfriador) se incluyen como una parte importante de la
metodoloǵıa de diseño. El cálculo del factor de fricción y el número de Nusselt se
llevan a cabo utilizando correlaciones experimentales bien conocidas. La variedad
de tipos de matriz incluidos y sus parámetros de diseño, agregan más cálculos, lo
que sugiere una herramienta más práctica para automatizar el proceso de diseño.
Una interfaz gráfica de usuario (GUI) novedosa se desarrolla a través de un código
original generado en matlab. La implementación basada en un algoritmo genético
es una herramienta poderosa para encontrar parámetros que satisfagan con éxito
la potencia de salida deseada. Esta GUI incluye el cálculo de la frecuencia de
oscilación natural del motor, basado en el análisis dinámico, el análisis de esta-
bilidad y su representación en el plano complejo. Además, ofrece los factores de
fricción y el número de Nusselt según el tipo de intercambiador de calor. Dada
la cantidad significativa de variables y la cantidad de iteraciones necesarias para
lograr los parámetros deseados, la metodoloǵıa de diseño propuesta, resumida en
la GUI, representa una solución rápida y útil para los nuevos diseñadores. Los
parámetros de diseño obtenidos se corroboran con los resultados informados. Se
ofrece una información técnica final del motor diseñado utilizando la GUI.
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Nomenclature

Variables

P Pressure cp Gas constant
V Volume cv Gas constant
T Temperature r Vector
Q Heat or non potencial force q Degree of freedom
F Force s Complex variable

X or x Displacement h Heat transfer coefficient
f Frequency u Velocity
K Spring stiffness d Hydraulic diameter
M Mass NTU Number of transfer units
C Damping coefficient Cf Friction coefficient
t Time Re Reynolds number
ẋ Velocity Nu Nusselt number
ẍ Acceleration ds Sphere diameter
A Area Sx Wetted perimeter
R Gas constant n number of elements
m Mass gas L Length or Lagrangian

Greek symbols

µ Micro or viscosity η Efficiency
ω Angular frequency α Phase angle

φ
Phase angle

of the displacer with respect
to the piston

ε Porosity

ρ Density δ
Phase angle

of the compression space volume
with respect to the piston

θ Angle τ Kinetic energy
ν Potencial energy ∆ Difference
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Subscript

max Maximum min Minimum
C Compression E Expansion
w working gas o Initial or output
D Displacer P Piston
R Rod k Cooler
h Heater r Regenerator
wk Wetted cooler wh Wetted heater
h1 Heater higher h2 Heater lower
k1 Cooler higher k2 Cooler lower
i Input f Free flow
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Introduction

The demand for energy increases continuously in the modern world due to over-
population. This scenario, together with the shortage of fossil fuels, have given
rise to the development of new methods for energy transformation during the past
decades.

The primary goal is to utilize the higher amount of energy available from fuel
or other source, which will result in more efficient technologies. For the past
decades, the boom of renewable energy has exponentially increased with solar
panels and wind turbines as the most known technologies, but there are many
others which are trying to join the seek of solutions, like wave energy converters.
The topic of this document is the Stirling engine which has characteristics of an
external combustion engine but the advantage of clean energy conversion.

The Stirling engine was invented in 1816 by Reverend Robert Stirling [3]. At
that time the machine was better known as a “Hot Air” engine, although for that
time the device occupied a relatively unimportant role among other engines. Now
Stirling engines rearise due to their high efficiency, their capacity to use any source
of heat, their quiet operation, and non-polluting character [4]. These represent
a notable advantages in the current energy context, and explain the increasing
number of works focused on developing this technology.

They are classified into kinematic (beta, alpha and gamma) and dynamic,
which includes free piston Stirling engines. A kinematic Stirling engine uses a
classic crank mechanism with a flywheel to produce a 90◦out of phase reciprocat-
ing motion of the piston parts. These type of Stirling engines are the most studied
until now and there are well resumed works on both theoretical and experimental
studies (Ipci and Karabulut, 2018; Cheng et al., 2017; Altin et al., 2018; Sowale
et al., 2018; Cinaret al., 2018, among others).

The micro cogeneration (µCHP) is one of the principal applications, although
there are many others like vehicle propulsion to produce a zero or low level of pol-
lution, to directly pump blood, generate electricity or generate hydraulic power,
as summarized by Valent et al., (2015). The Free-piston Stirling engine(FPSE) is
distinctive for the reason that it excludes all wear mechanisms related with a kine-
matic Stirling engine and thus eliminates the need for lubricant. It replaces the
crank mechanism of the kinematic Stirling engine by a linear mechanical storage
device such as a compression spring. It provides the FPSE with the possibility
of extremely long operating life, higher efficiency and zero maintenance (Deetlefs,
2014).
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In order to design an FPSE, a theoretical simulation model needs to be de-
veloped. The key complication to design useful FPSE is to assure the stability
of the oscillations, which is not a minor mission because of the decoupled pistons
and the sensibility of some parameters. The aim of this study is to achieve the
coupling between the kinematic and dynamic constrains, considering the stability
for a practical design of a FPSE. A code is developed with the purpose of pursuing
a set of parameters which enables the engine to generate a desired power output
or other variables using genetic algorithms. Considering the fact that these ma-
chines can be activated with heat, they represent an additional alternative for the
use of renewable energy.

Main Objective

Develop a design methodology for a Free Piston Stirling engine for electricity pro-
duction, based on dynamic and thermal analysis.

Specific Objectives

1. Obtain a mathematical model that describes the dynamics of the engine
components and includes the thermodynamic description of the working
fluid.

2. Simulate the operation of the Stirling engine subject to variation of param-
eters such as various fluids and real geometries.

3. Compare the resulting model with technical data found in the literature.

4. Obtain design parameters (lengths, areas, spring stiffness and cylinder size)
that, together with the operating parameters, generate a specific power.

5. Establish a series of steps to follow the development of a free piston Stirling
engine (FPSE).

6. Develop computer tools that support the different stages of the design of
FPSE.

Methodology

The study was divided into several parts: the first part represents the study of
the isothermal model and the coupling of the dynamics of the system. The second
part is the study of the engine stability, and the third part integrates both studies,
see Figure 1.

1. A literature review of Stirling engines and the Free pistons arrangement
from published reports, articles and books.

2. Study the dynamics of the system.

3. Study the thermodynamics of the system.

4. Use a simplified thermal model to study a first order engine.



5. Study the specifications of the engine (masses, springs, coefficients, working
fluid, pressure and temperatures) to generate different net powers.

6. Analysis of stability.

7. Analysis and evaluation of the results.

8. Development of the design methodology.

First part

Literature
review

Study of the
dynamics

Study of the

thermodynamics

Second part

Analysis
of stability

Engine modeling

Third part

Design
Methodology

Analysis

of results

1

2

3

4-5

6

7

8

Figure 1: Methodology

Structure of the Thesis

The thesis is divided into five chapters:

• Introduction: In the introductory chapter, the work purposes are pre-
sented as well as the methodology used for the development of the Thesis
in order to achieve such purposes.

• Chapter 1: Presents the state of the art on Free Piston Stirling Engines,
and its functioning.

• Chapter 2: The first order model analysis is presented as an approach for
the designer to know the output power and the size of the engine. Fur-
thermore, the adiabatic model is presented as a more realistic mathematical
description.

• Chapter 3: Useful correlations for the Nusselt number and the friction
coefficient are presented as part of the heat exchangers design.



• Chapter 4: A design methodology for FPSE is performed. It gives direc-
tions to help the engineer to design a functional machine, based on a stability
study combined with the dynamic and thermodynamic studies. Moreover,
a graphic user interface is developed to facilitate the design of FPSE.

• Conclusions: summarizes the conclusions obtained in this Thesis and sug-
gest possible lines of future research.

4



Chapter 1

State of the art: Free piston
Stirling engines

This type of engines has received many attention from the scientists in the re-
cent years due to its varied applications in renewable energy technologies. Recent
works on Free Piston Stirling Engine (FPSE) can be summarized as follow: Zhu
et al.[5] presented a theoretical study on a micro-combined heat and power sys-
tem combined with a FPSE. An experimental validation was carried out, showing
good agreement with the model and a cycle efficiency up to 90% (combined heat
and power performance). Acoustic impedance is the base of the model. In this
paper, as well as Tavakolpour-Saleh et al.[6], reported a well-summarized review
on modeling of FPSE. The works developed by Tavakolpour-Saleh et al.[7], Zare
and Tavakolpour-Saleh [8], Mou et al. [9] are examined, making evident that most
of the FPSE models developed so far were established on dynamic or thermody-
namic analysis of the system. Remiorz et al. [10] compared a micro-cogeneration
unit based on FPSE and a heat pump in terms of thermodynamic effectiveness
and cost. They found the efficiency of electric energy generation in the micro-
cogeneration unit and the overall efficiency and sensitivity analysis of cost. For
the heating season, the operation of the heat pump resulted slightly better in
terms of cost, but it changes with the price of both natural gas and electricity.

Conroy et al. [4] found that operating a WhisperGen Mk IV Stirling engine
unit in the house resulted in an energy saving of 2063 kWh of electricity and
generated a thermal output of 20095 kWh during the trial period, operated for
2512 h and produced an annual saving of 180 euros; also there was a decrease
in the emissions by 1040 kg per annum. The interest in developing this kind
of technology has been growing not only as a common subject for research but
as a device which companies can take a profit. That is the case of United Stir-
ling of Sweden with his P-75, 75kW truck engine and Sunpower of Athens, Ohio
with his atmospheric air engine which can produce 850 watts, to mention a few [1].

Formosa [11, 12] developed and validated an analytical thermodynamic model
that considers the effectiveness and flaws of the heat exchangers and regenerator.
Later, a semi-analytical dynamic model of an FPSE was developed Formosa [11].
Formosa and Fréchette [13] also studied the scaling laws for FPSE design. A sim-
ple model capable of predicting the geometrical parameters of the heat exchangers
and the mass of the pistons was thus proposed.
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Karabulut [14] presented a nonlinear dynamic model of a passive FPSE and then,
studied the dynamic response of the engine system corresponding to the varia-
tions of engine parameters such as hot source temperature, damping coefficients
of the pistons, diameter of displacer rod, initial positions of the power piston
and displacer, mean pressure, and stiffness of the pistons’ springs. Some works
are found in the literature, showing the use of renewable energies using FPSE
[15, 16, 17]. Other researchers are interested in the design, but fixing parameters
like frequency [18] or using scaling laws [13].

1.1 Working principle of a Stirling engine

A Stirling engine is a thermo-mechanical device that operates on a closed regen-
erative thermodynamic cycle (there is no mass transfer across the engine) with
cyclic compression and expansion of the working fluid (Figure 1.1) at different
temperature levels [19]. This last description includes a wide variety of configura-
tions, functions, and characteristics. Also, this particular type of engine (FPSE)
has the advantage of being a mechanism-free, as is discussed later.

NET WORK

COOLING

HEAT SINK

THERMAL
REGENERATION

HEATING

HEAT SOURCE EXPANSION

COMPRESSION

WORK

HEAT LEAK

Figure 1.1: Process for regenerative heat engines

Figure 1.1 shows the working principle for any regenerative heat engine. Even
though the engine and the cycle have the same name, this ideal cycle does not
represent the actual engine operation, since the Stirling Engine (SE) follows more
complicated processes. For this reason, the use of the ideal cycle for the engine
analysis is not advisable for design for purposes.

The Stirling cycle is an ideal thermodynamic cycle built by two isothermal
curves and two isometric regenerative processes. To fully understand the com-
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plete cycle the next part describes each one of the processes.

Consider the two pistons shown in Fig. 1.2 and the PV diagram shown in
Fig. 1.3. The pistons are one on each end of the cylinder, and between them
a regenerator, which may be thought as a thermodynamic sponge, releasing and
absorbing heat alternately. One of the volumes between the regenerator and a
piston is called the expansion space, and it’s maintained at a high temperature
(Tmax). The remaining volume is named compression space kept at a low tem-
perature (Tmin). Therefore the temperature gradient is Tmax − Tmin through the
longitudinal direction; also it is assumed that there is no thermal conduction be-
tween these two volumes.

It is essential to get the initial configuration of the pistons and the fluid, to
describe the cycle; thus the following assumptions are made, see Figure 1.2:

• As an initial configuration the compression space piston is at the outer dead
point and the expansion space piston is at the inner dead point (near the
regenerator).

• All the fluid is at the compression space.

• At this position the volume is a maximum.

• The pressure and temperature are minimum values.

(1)

(3)

(4)

(2)

Compression SpaceExpansion Space

Regenerator

Outer dead

point

Inner dead

point

Outer dead

point

Inner dead
point

Tmax

Tmin

Figure 1.2: Stirling cycle

Process 1-2: Caused by the movement of the compression piston and the
lack of motion of the expansion piston, the working fluid is squeezed. At the
same instant, the temperature remains constant due to the transfer of heat (Qc)
from the compression space to the surrounds or external sink, and therefore the
pressure increases, see Figure 1.3a.

Process 2-3: Also named as transfer process, both pistons move, the com-
pression piston towards the regenerator and the expansion piston simultaneously
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Figure 1.3: Pressure-Volume diagram for the ideal Stirling cycle

away. So the volume remains constant. Now the fluid is passing through the re-
generator, from the compression space to the expansion space. Also while moving
the fluid is heated up, from Tmin to Tmax. The gradual increase of temperature
at constant volume also causes the increase in pressure, see Figure 1.3b.

Process 3-4: Now the expansion piston keeps moving to the outer dead point,
and the compression piston remains stationary at the central dead point. As the
volume increases, the pressure decreases also heat is added (QE) to the system
from an external source, see Figure 1.3c.

Process 4-1: Another transfer process describes the closure of the cycle, as
in process 2-3 the pistons move simultaneously enclosing the same volume and
transferring the fluid back to the compression space but passing before through
the regenerator. Therefore a change in temperature occurs as before but in the
opposite direction which means Tmax → Tmin, see figure 1.3d.
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In comparison with Carnot cycle, the theoretical efficiency (η) is the same[20][3].

η =
Tmax − Tmin

Tmax
(1.1.1)

The significant advantage lies in work generated, due to the isovolumetric pro-
cesses the area inside the PV diagram is higher than in the Carnot cycle which
instead has two isentropic processes [1][19].

Stirling engines can be arranged in three main configurations, shown in Fig.
1.4. The alpha type uses two pistons, which compress the fluid in the cold space,
then the fluid is displaced to the hot volume where it is expanded. The cooler,
regenerator and heater are in series. The beta type has only one power piston
and one displacer piston in the same cylinder, the expansion space is solely deter-
mined by the movement of the displacer, and the compression space depends on
the motion of both pistons, as the alpha configuration the three heat exchangers
are in series. Similar to the beta type, the gamma configuration utilizes only one
cylinder, and within it, the piston and displacer lie inside, the significant differ-
ence is an offset from the displacer to the piston to allow a simpler mechanical
arrangement. See Figure 1.4

C H
R

1

2 2

1

H

C

R

1

2
C

H

R

Alpha Beta Gamma

Figure 1.4: Main types of Stirling engine arrangement,(1: Compression, 2: Ex-
pansion)

The Free-Piston Stirling engine has no kinematic linkages coupling the recip-
rocating mechanical elements to each other or common flywheel, see Figure 1.5.
Pistons move entirely in response to the fluctuating gas or spring forces. The
engine consists of a heavy power piston and a lightweight displacer within an
enclosed cylinder. In some arrangements, there is the so-called bounced space,
which acts as a gas spring; therefore, the need for mechanical springs is substi-
tuted by this.

The natural frequency of the system is determined by the combination of mass
and spring stiffness (this will be shown in the next chapters). Due to the resonant
characteristic, the motion of the displacer may be sinusoidal.
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Compression
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Bounce space

Figure 1.5: FPSE Diagram

As discussed before, there are at least three principal types of Stirling engines,
now a fourth arrangement is added to the list. The Free-Piston is not a new ver-
sion but a subtype. All three can be Free-piston, excluding wearing mechanisms.
FPSE has several advantages. It operates at a more or less constant frequency,
and it is self-starting. Also, there are no side thrusts exerted by the reciprocating
devices against the engine cylinder. The lack of linkages reduces to zero the losses
due to mechanical transmissions. Since the container is sealed, dust particles are
maintained outside.[1]

This thermal machine is not perfect, so it is worth to mention some of the
disadvantages: Due to the lack of rotating shaft, the coupling between other de-
vices results complicated (e.g., alternators, pumps and compressors). Also, the
decoupling between pistons induces more hazardous tasks to the designer (e.g.,
stability study).
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1.2 How a Free-Piston Stirling engine works
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Figure 1.6: Pressure-Volume Diagram

Figure 1.6 shows the transcendent behavior of the engine and the stable op-
eration of it.

As soon as the temperature increases inside the hot volume, the temperature
in the expansion space starts to rise and so the pressure Pw (Figure 1.6). This
will move the displacer and piston down the cylinder (Process 0-1), see Figure 1.7a.

Due to the bigger mass of the power piston, the displacer will move more than
the piston. This is going to reduce the compression volume above the piston and
below the displacer. Therefore the fluid is displaced out of the compression space
through the regenerator to the expansion space. Then the gas is heated, and so
the pressure increases further (Process 1-2) see Figure 1.7b.

At some point, the compression space has no volume due to the physical con-
tact among displacer and piston; and no cold gas is transferred to the regenerator.
At this state, the working pressure is higher than the one inside the bounce space;
therefore the pistons are still in motion, see Figure 1.7c [1].

The working volume within the cylinder increases until the pressures stabilize
and then it begins to fall as the gas expands (Process 2-3), see Figure 1.7d.

The process of expansion continues until the pressure inside the working space
equals the pressure of the bounce space, but the inertia of the piston keeps the
piston moving. This will produce a significant decrement in the working pressure
so the bounce pressure will be higher (Process 4-5), see Figure 1.7e.

Then the gas forces acting are reversed and decelerate both piston and dis-
placer. The displacer, due to its lightweight, will move up faster than the piston
till the top of the cylinder (Process 5-6). Since the displacer had moved there is
not expansion volume (the displacer is in contact with the top part of the cylin-
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Figure 1.7: Piston motion inside one cylinder ruled by the Stirling cycle

der), and all the mass that once was there now is pushed through the regenerator
to the compression space, and consequently, its temperature decreases and further
so the pressure, see Figure 1.7f.

A considerably differential in pressure reverses the motion of the power piston
and, then cause it to start ascending the cylinder. The compression process con-
tinues until the pressure inside the working space increases to the bounce space
pressure (Process 6-7 and 7-8), see Figure 1.7g.
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Figure 1.7: Piston motion inside one cylinder ruled by the Stirling cycle (cont.)

Inertia force of the piston then carries it past the pressure balance point caus-
ing a higher pressure in the working space. Then the displacer starts to fall toward
the piston, and the mass inside the compression volume moves to the expansion
(hot area) and, therefore increasing the pressure in the working space (Process
8-9) see Figure 1.7h. Finally, the displacer is now again in contact with the piston
(Process 10). See Figure 1.6 and Figure 1.7i [1].

1.3 Types of Free-Piston Stirling engines

The classification of the FPSE begins with the single common feature that the
machine has at least one reciprocating element. The motion of this component
can be:

• Simple harmonic in which the engine is oscillating.

• Non-resonant in which the engine is described as ’over-driven’.

A single acting (From only one piston work is obtained) FPSE can be also
classified as i) two-piston engine, ii) piston-displacer machines. See figure 1.8

1.4 Dynamics of Free-Piston Stirling engine

The study of Stirling engines is a multidisciplinary task. It includes knowledge
from solid mechanics, thermodynamics, fluid mechanics and heat transfer. Al-
though it results in an attractive project, that is one of the complications for
the development of these machines. Since the difference in temperatures and the
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Figure 1.8: Types of Free-Piston Stirling engines [1]

motion of the pistons within the cylinder together determine the variation in pres-
sure, the analysis should be studied as a whole and not only the solid mechanic
part but also the thermodynamic phenomena.

FPSE as a vibrating system

Newton’s Second Law of motion describes the motion of the mass, where the sum
of forces is equal to the mass times the acceleration. The free vibration of the
mass shown in Figure 1.9 represents an under-damped behavior, which means
that at some time the mass will return to its equilibrium position. It is important
to notice that no external forces (dynamic forces) are applied to the mass.

Then, when external forces act upon the system (usually periodic forces F (t) =
Fo sinωt), the resulting motion tends to follow the behavior of the force; this is
called forced vibration. A particular phenomenon appears when the frequency of
excitation matches to the damped natural frequency, this is called resonance, and
it causes an increase in the amplitude of vibration [21][22].

In a system with steady state forced vibration with viscous damping the dis-
placement of the piston is harmonic but never in phase with the driving force.
Therefore if the driving force is at the form F (t) = Fo sinωt the displacement
will be x(t) = Xo sin(ωt − α), then the angle α depends on the frequency ratio
r = f/fn and the degree of viscosity. When r = 1 damping then the angle is 90◦

regardless of the degree of damping in the system.

Also, non-viscous damping is presented inside the engine. The most common
is described as Coulomb damping which is the appropriate model of frictional
drag of dry sliding surfaces. It is autonomous of velocity and exercises a nearly
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Figure 1.9: Time response of a single DOF

constant pull resisting the motion.

Due to their multiple degrees of freedom FPSEs are more complicated than
the standard internal combustion engines. They are constituted by three masses
although, in many cases, the piston or cylinder is fixed to the ground, so the three
DOF reduces to two. Also, various springs and dashpots connect the moving de-
vices.

In Figure 1.10, the diagram shows two masses: For the piston P and for the
displacer D, three dashpots and two springs of stiffness KD and KP , two sinu-
soidal external forces FD and FP of the same frequency and in phase but with
different amplitudes which are applied to D and P respectively. The magnitude
of oscillation of the two masses are shown in Figure 1.11.

Phasor representation

Reciprocating harmonic movement can be easily represented by the projection
of the endpoint of a rotating vector. For example, in Figure 1.12, X sinωt is
denoted as a phasor of magnitude x and angular velocity ω. Then for FPSE
motion, displacement, velocity and acceleration are determined using Eq. 1.4.1:

x = X cosωt

ẋ = −ωX sinωt = ωX cos
(
ωt+

π

2

)
ẍ = −ω2X cosωt = ω2X cos(ωt+ π)

(1.4.1)

Its phasor diagram is shown in Figure 1.13. Forces applied to the mass, can
also be projected in the phasor diagram.
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Figure 1.10: System with two DOF

The spring force is always resisting the displacement of the displacer, so its
representation is collinear of x but in the opposite direction; then the damping
force has the opposite direction of the mass velocity and the only magnitude which
points to the same direction of the displacement is the acceleration force. Finally
the excitation force is α degrees ahead from the acceleration force (Figure 1.14).

All the horizontal projections, of these phasors correspond to the equation of
motion.

Mẍ+ Cẋ+Kx = F cos(ωt+ α) (1.4.2)

From mechanical vibration books [21][23][24], the work done per cycle by
harmonic excitation force to sustain a harmonic vibration is:

W = π F X sinα (1.4.3)

The work input is necessary to overcome the total frictional losses.

The power produced by the engine is the work done per cycle times the fre-
quency:

P = Wf

=
ω

2
F X sinα

(1.4.4)
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Figure 1.11: Amplitude oscillation as a function of exitation frequency for the two
masses P and D [1]

In conclusion, it is crucial to know that the excitation force F is made up of
two components, the perpendicular part of the displacement overcomes the damp-
ing resistance, and the horizontal portion corresponds to a spring force and does
negligible work and consumes no power, se Figure 1.14 [1].

Based on the vibrating principles, the necessary condition of operation is the
dynamic equilibrium of forces. The main forces acting inside the cylinder are the
damping, spring and working pressure forces. The damping forces include the
aerodynamic drag force as well as the resistance to motion by loading devices like
alternators (magnetic fields) or the movement of other fluid for the pumping ar-
rangement. The spring forces are produced by gas springs or mechanical springs,
which are going to support the reciprocating devices. Then, the pressure force is
the result of the cyclic variation of the working fluid pressure during expansion
and compression process, due to the motion of the piston. This complicated sit-
uation where the oscillation is maintained because of its response is described as
a “limit cycle.”

In Figure 1.15a, the piston displacer XP represents the horizontal axis ref-
erence. The displacer phasor XD leads the piston by angle φ. It is important
to mention that O is the mid-stroke position for both the piston and displacer.
Then the phasor Ve is in line but 180◦ out of phase with the displacer phasor
XD. The other important variable is the compression volume which depends on
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Figure 1.13: Phasor representation of displacement, velocity and acceleration
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Figure 1.14: Phasor representation of forces

the displacer and the piston motion. When the displacer moves from the mid-
stroke position to the top dead center (TDC) (Figure 1.2) the compression space
increases but a similar motion of the piston will decrease the same volume. Then
one can say that the difference in the displacements is going to determine the
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compression volume. The phasor subtraction of XP from XD gives the resultant
vector Vc.

Now, to understand better the relationship among pressure and displacement,
holding the piston stationary and moving the displacer a short distance to the
TDC the fluid tends to travel from the expansion space through the regenerator
to the cold part, resulting in a small decrease in the pressure. This can be repre-
sented by PD, acting in the reverse direction of XD. Since the volume above and
below the displacer varies due to the rod volume, if more displacer rod enters the
compression space then above the piston the pressure tends to increase. It can be
represented by PR; however, the effect is so small that frequently it is ignored.

In the same manner, if the motion of the piston tends to move to the TDC
with the displacer fixed, the pressure increases, this vector can be represented as
PP and acts in the same direction as the piston. Adding PP and PD results in
the phasor P which trails the piston displacement by β. It is also important to
remark that an increase in pressure results in a greater force acting on the piston
and displacer.
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φ

β

(a) Displacement and volume phasors
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(c) Variation in pressure
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(d) Relative motion of piston and displacer
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(e) Spring phasor

Figure 1.15: Phasor representation of a FPSE
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In practical engines, a pressure drop will occur in the regenerator, heater, and
cooler (dead volume). This will produce a phase lag among the pressure changes
and the compression and expansion spaces. Other forces like C2 represent the seal-
ing generated by the fluid between the displacer rod and the piston. Therefore, it
can be obtained by the difference of the vector XP and XD which is described by
the vector R at angle θ. The rest of the forces acting on the piston and displacer
are the spring forces SP and SD which are collinear to XP and XD respectively
but pointing at the opposite direction. See Figure 1.15.

For the piston force polygon, See Figure 1.16a:

• a-b: F(S) is the spring force acting on the piston, opposed to the piston
displacement.

• b-c: F(C3) is the damping force caused by the damping device C3. It
absorbs the work output of the piston and acts opposite to the pistons
velocity.

• c-d: It acts perpendicular to the OR phasor.

• d-e: F(I) is the inertial force of the piston which has the same direction of
its displacement due to its lead (180◦) from the acceleration phasor.

• e-a: F(P) is the excitation force generated by the pressure and acts along
the line, but in the opposite direction of the phasor P , if the polygon does
not close it means the engine cannot operate at those conditions[1].

• On the piston:

F(S) = K xP

F(C3) = C3ẋP = ωXP

F(C2) = C2ẋR = C2ωR

F(I) = MP ẍP = MPω
2XP

F(P) = (Ac −AR)P

• On the displacer:

F(S) = K XD cos(ψ − φ)

F(C1) = C1ẋD = C1ωXD

F(C2) = C2ẋR = C2ωR

F(I) = MD ẍD = MDω
2XD

F(P) = ARP

1.5 Practical considerations

FPSE appear to be simple due to the small number of moving parts. However,
their proper design and operation require a high level of experience. The following
has to be considered:
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Figure 1.16: Phasor forces polygons

• Piston centering: There are some leakages from the working space to
the bounce space; this is an inevitable situation due to the slightest im-
perfections in the seal or on the machined surface (e.g., taper or varying
eccentricity will increase the flow). Two methods developed by Sunpower
Inc. involve the control of the leak among the spaces (Figure 1.17) [3].

In Figure 1.18b can be seen a more complicated method which is the active
method for centering pistons. It uses a microprocessor to control a valve
which connects the pressurized spaces. Although it means a more reliable
way it is only suitable for bigger engines due to its cost-output power rela-
tion.

• Seals: The permanent problem in Stirling engines is the seal. However,
in FPSE things are more manageable due to the lack of kinetic linkages.
For the kinetic mechanisms, the presence of lube is essential. Therefore the
working gas eventually will get contaminated, and this will block the porous
construction of the regenerator. Also, a preferable material for low clearance
seals is the hard anodized aluminum due to its low mass and sturdy surface.

Another advantage of FPSE is the absence of side forces, generated by
mechanical transmissions which demand the use of new supports. Widely
spread in the Stirling field, the use of gas bearings are preferable because
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Figure 1.17: Piston centering by controlled leaks

of their high precision tolerances plus low friction seals. Grinnel has shown
that the amount of leakage of gas in close tolerances seals [25].

ṁ ∝ h3

L

(
P 2

1 − P 2
2

)
(1.5.1)

Where,
ṁ = mass rateof leakage,
h = clearance,
L = length of seal,
P1 and P2 are the fluid pressures across the seal.

From Eq.1.5.1 is deduced that the clearance h is a critical dimension of a
close tolerance seal.

• Bearings: The lack of transversal forces acting upon the piston shell sup-
ports the use of gas bearings to escape the contamination problem because
of oil present in standard bearings.

There are two types of gas bearings:
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Figure 1.18: Piston centering, other methods

– Hydrostatic: Externally pressurized and requires an external source
of pressure plus adequate drains. Hydrostatic bearings are capable of
more significant loads. The shaft is supported in a bearing journal by
a supply of gaseous lubricant. Compared with liquids, gases are highly
mobile due to their low viscosity, and low density. These bearing lead
to a very rigid shaft with virtually zero radial movement. See Figure
1.19a.

– Hydrodynamic: They are self-acting which eliminate the need for ex-
ternal facilities. Its most notable disadvantage lands in the contact
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between the two surfaces at the beginning of the motion. To estab-
lish the hydrodynamic lubricant film, the moving parts will touch each
other until a required velocity is achieved. Because of the reciprocating
motion and the zero speed at the top and end of the strokes, there will
always be physical contact. A solution is to cause a rotation of the
piston during the whole stroke. See Figure 1.19b.

Fluid inlet Drain

Shaft

Journal

Pressure distribution

(a) Hydrostatic gas bearing (b) The rotary stroker

Figure 1.19: Types of gas bearings

• Materials: As in other fields of engineering, the material selection results in
a crucial task. Especially with Stirling engines, the hot part stands under the
spotlight; not only the materials surrounding the hot part have to withstand
but also the constant stresses generated by the change in temperatures cycle
by cycle. Stainless steels are conventionally used for the heater ends. For
example:

– Type 316 has the best creep properties of stainless steel, 10000 hours,
650 ◦C rupture strength of 304 SS.

– Iron-based type N-155 has about twice the rupture strength of Type
316 SS.

– Nickel-based alloy Udimet 700 has a rupture strength about four times
that of 316 SS

Away from the hot zones of the engine, aluminum is widely used due to its
low density, ease of fabrication, availability of processes to provide a hard
surface finish and high thermal conductivity.

• Springs: The restoring forces are a product of the springs. To maintain
a cyclic operation of the engine suited springs must be selected. There are
two main types of springs:

– Mechanical springs: These have the main advantage of low losses but
are subject to mechanical failures due to fatigue as well as uneven force
distribution.

– Gas springs: These kinds of springs have no side loading and are not
subject to fatigue. However, the hysteresis loss in gas springs can be
appreciable as well as some leakages.
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The most important characteristic of the springs is the stiffness which is
directly related to the operating frequency. For gas springs this constant is
described in Eq.1.5.2.

K =
γpA2

V
(1.5.2)

Where,
K = spring constant,
γ = ratio of specific heats of the spring gas,
p = mean pressure of the gas spring,
A = gas spring piston area,
V = mean volume of the gas spring.
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Chapter 2

Free piston Stirling engines
design tools

The mathematical representation of the reciprocating fluid inside the machine
results in a very challenging problem. Due to the movement of the two pistons,
the process within a Stirling engine is complicated. For a kinematic type engine,
the variation inside the volumes (compression and expansion) is known, the me-
chanical linkages determine how the motion of the displacer moves concerning the
power piston.

The analysis of a FPSE is more complicated due to the fact that there are no
mechanical connections; therefore the ratio of motion between the moving parts is
not determined. However, the movement is going to be defined by the dynamics
of the system. The designer should have in mind that the dynamics is directly
connected to the fluid response.

“A poorly designed crank engine (kinetic type) will usually have less than
expected performance, whereas a poorly designed FP engine will likely not run at

all.” (Wood 1982)

2.1 Preliminary calculations, “Zero order analysis”

One of the essential characteristics of an engine is its power capacity. For a FPSE,
it is often necessary to rawly compute, under specific operation parameters, its
power as well as efficiency. The starting point is the ideal Stirling cycle [1].

W =

∮
p dV = mR(TE − TC) ln(V2/V1) (2.1.1)

With a specific frequency (f), one can predict the engine’s power.

P = fW (2.1.2)

Of course, Eq.2.1.1 is only valid for the ideal cycle, and it is well known that
practical machines are far from the perfect models. Some of the real aspects that
make the first approximation not a right approach are non-isothermal processes,
continuous piston motion, dead space, etc. Martini [19] proposed to departure
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from the ideal model and then multiplied its power by a fraction by an “experi-
ence factor”.

Rarely the designer knows at first glance the amount of fluid mass inside
of the engine or the maximum values of the volumes. However, it is better to
reform Eq.2.1.1 in terms of characteristic parameters. William Beale evaluates
the following dimensionless quantity [1].

Bn =
P

fVoPm

where,
P = engine net or brake power,
f = frequency,
Pm = mean cycle pressure,
Vo = total volume variation (swept volumes).

For well-designed machines, Bn was always about 0.15 in the international
system (SI).

P = 0.15fVoPm (2.1.3)

The above was calculated for engines operating among 65◦C for the chiller
and 650◦C for the heater.

West [26] discovered a similar formula but taking the temperature effect. The
factor proposed (Wn) is 0.35 (SI).

P = WnfVoPm
Te − Tc
Te + Tc

(2.1.4)

With these basic calculations, there is nothing but accept the results as a first
guide since the gas behavior is not included as well as some other physic phenom-
ena (e.g., the motion of the pistons, hysteresis, and imperfect regeneration).

Another design parameter directly related to the output work is the frequency
(f). For the first calculation, the rate of oscillation might be equal to the natural
frequency of the system, Beale recommended reducing the frequency by 20%.
Although the studies are focused on steady-state behavior, the frequency usually
varies due to the variation in volume caused by loads and mean pressure.

f = fn =
1

2π

√
K

M
(2.1.5)

where,
M = total mass of the piston,
K = net spring constant.

It is important to highlight that K is the sum of the constants of all the springs
acting upon the mass which includes “the spring effect” of the working space Kg

(gas spring):

Kg =
γPmA

2

Vm
(2.1.6)
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Where,
γ = ratio of specific heats of the spring gas,
Pm = mean pressure of the gas spring,
A = gas spring piston area,
Vm = mean volume of the gas spring.

If the piston is arranged with a large mechanical spring, then the effect of Kg

is less crucial and in some circumstances negligible.

The charge pressure can also modify the frequency by the ratio:

f ∝
√
Pm (2.1.7)

However, this variation will also change the amplitude of the piston strokes.
Lastly, the engine efficiency of the ideal Stirling cycle is identical to:

η̄ = 1− Tc
Te

(2.1.8)

The similarity among this efficiency and the Carnot’s efficiency lays in the
same amount of heat absorbed by the gas during one constant volume process,
and the heat rejected during another constant volume process. Although this is
not possible in practice, really efficient regenerator can be manufactured. How-
ever, Eq. 2.1.8 remains a positive approach.

In practical engines, the designer is more focused on brake efficiency which
relates the useful power output (e.g., at the shaft or the piston rod) and the
heat absorbed by the machine. It is more convenient to measure the heat added
to the cooling water at the chiller, which is the sum of heat absorbed by the
water. Again this efficiency should be multiplied by an “experience factor” which
oscillates around 28% and 69% of η̄; thus half the Carnot efficiency should be
expected for a well designed Stirling engine [1].

2.2 Schmidt Analysis

It gets its name after Gustav Schmidt of the German Polytechnic Institute of
Prague who published this analysis in 1871.

The analysis is based on mainly five assumptions:

1. the working fluid obeys the ideal gas law,

2. the mass inside the engine is constant,

3. the instantaneous pressure is consistent within the working space,

4. there are isothermal regions throughout the engine,

5. the piston and displacer motions behave sinusoidally [27].

For real engines assumption 3 is not valid, the friction generated by the trans-
lation of the gas may cause pressure drops, these drops are more present in high-
speed engines than in low-speed machines.
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However, the most crucial assumption is the fourth one, best known as isother-
mal analysis, which pretends that while the fluid passes through the heat ex-
changers, it will automatically change its temperature. The last behavior is not
achievable unless an infinite heat transfer capability of the gas. In practical en-
gines, the isothermal compression and expansion are more similar to an adiabatic
process [19].With the first four assumptions, the pressure within the cylinder is
fully described:

m = mc +mk +mr +mh +me

M =
PV

RT

m =
P

R

(
Vc
Tc

+
Vk
Tc

+
Vr
Tr

+
Vh
Te

+
Ve
Te

)
where,

Vc: Compression volume,
Vk: Cooler volume,
Vr: Regenerator volume,
Vh: Heater volume,
Ve: Expansion volume,
Tc: Compression temperature,
Tk: Cooler temperature,
Tr: Regenerator temperature,
Th: Heater temperature,
Te: Expansion temperature,
P : Pressure,
R: Gas constant,
m: Total mass inside the engine.

The mean effective temperature inside the regenerator should be calculated
from the maximum temperature (Te) and the minimum temperature (Tc). It is
assumed that the distribution is linear thus the function is:

T (x) =
Te − Tc
Lr

x+ Tc

where Lr is the regenerator length.

Also, the total mass of the gas mr in the regenerator void space Vr is given
by:

mr =

∫ Vr

0
ρdVr

where ρ = is the density,

mr =
VrP

R

∫ Lr

0

1

(Te − Tc)x+ TcLr
dx

mr =
VrP

R

ln(Te/Tc)

Te − Tc
(2.2.1)
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Then the mean effective temperature Tr of the gas in terms of ideal gas equa-
tion of state:

mr =
VrP

RTr
(2.2.2)

Substituting Eq. 2.2.2 into Eq. 2.2.1

Tr =
Te − Tc

ln

(
Te
Tc

) (2.2.3)

P =
mR

Vc
Tc

+
Vk
Tc

+
Vr
Tr

+
Vh
Te

+
Ve
Te

P =
mR

Vc
Tc

+
Vk
Tc

+
Vr ln (Te/Tc)

Te − Tc
+
Vh
Te

+
Ve
Te

(2.2.4)

Eq. 2.2.4 shows that parameters that change are the compression (Vc) and
expansion (Ve) volumes. From assumption 5, the volumes are periodic functions;
thus the work done per cycle is shown in Eq. 2.2.5 and the integration is carried
out over the common period of the volumes.

W = mR

∮
d(Ve + Vc)

Vc
Tc

+
Vk
Tc

+
VD ln (Te/Tc)

Te − Tc
+
Vh
Te

+
Ve
Te

(2.2.5)

With assumption 5, it is possible to integrate Eq. 2.2.5 and so obtain a closed-
form expression for the work (W ). Now the problem is to find the optimum values
of phase angle, swept volume ratios to maximize the desirable power.

Part of the engine analysis must be focused on the point of view of energy
flow. Due to the isothermal simplification, the boundary conditions are Te, and
Tc, the heater, regenerator, and cooler are connected in series as Fig. 2.1 shows.
The point of start is the working gas energy equation.

A general cell is shown in Fig.2.2, it represents each of the spaces of the
machine (either working space or a heat exchanger). By means of mass flow m′i
and temperature Ti, enthalpy is transported. In the same manner, out of the cell
the flow of mass m′o and temperature To.

rate of heat
transfer

into the cell

+
net enthalpy
convected

into the cell

=

rate of
work done
on the

surroundings

+

rate of increase
of internal
energy

in the cell

(2.2.6)

For an ideal gas, the specific enthalpy h = cpT and the specific internal energy
u = cv T , where cv and cp are the specific heat capacity at constant volume and
pressure respectively. Substituting in Eq. 2.2.6:
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Figure 2.1: Isothermal model

m′i, Ti m′o, To

dQ

dW

m,P, V, T

Figure 2.2: Generalized cell

dQ+ (cp Ti m
′
i − cp To m′o) = dW + cv d(m T ) (2.2.7)

Eq. 2.2.7 represents the energy equation for non-steady flow in which kinetic
and potential energy are neglected. For heat exchanger, the input temperature
(Ti) and the output temperature (To) are the same Ti = To = T , also the rate in
the mass flow (m′i −m′o) = dm. Then for heat exchangers Eq. 2.2.7 simplifies to:

dQ+ cp T dm = dW + cv T dm

dQ = dW −R T dm
(2.2.8)

For ideal gases R = cp − cv.
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For the working spaces the cyclic integration of Q implies that the cyclic
change in mass of the working gas (m) is zero, thus:

Qc = Wc

Qe = We

For heat exchanger where there is no work done:

Qk = 0

Qh = 0

For ideal regenerator, the heat exchange between the regenerator and the
working fluid is internal (there is no external heat transferred), thus Qr = 0

η =
W

Qe
(2.2.9)

where Qe = We =
∮
P
dVe
dθ

dθ and W = We +Wc

Beta type (One cylinder)

Beta type machines differ from the alpha type due to the compression space which
depends on the displacer and piston motion. Eq. 2.2.10 describes both volumes.

Vc = Vclc + Vswc(1 + cos(θ + δ))/2

Ve = Vcle + Vswe(1 + cos(θ + δ + α))/2
(2.2.10)

where,

α = π + φ− δ

θ: Independent variable,
Vcle: Clearance expansion volume,
Vclc: Clearance compression volume,
φ: Phase advance of the displacer with respect to the piston,
δ: Phase advance of the compression space volume with respect to the piston,
α: Phase advance of the expansion space volume with respect to the compression
space volume,
Vswe: Sweep expansion volume,
Vswc: Sweep compression volume.

The variation of the compression and expansion volumes with respect to the
cycle will be used to compute the work done and thus the power.

dVc
dθ

= −Vswc
2

sin(θ + δ)

dVe
dθ

= −Vswe
2

sin(θ + δ + α)

Substituting Eq. 2.2.10 at Eq. 2.2.4 results in Eq.2.2.11

P =
mR

S +
Vswc
2Tc

cos(θ + δ) +
Vswe
2Te

cos(θ + δ + α)
(2.2.11)
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Figure 2.3: Volume variation

where,

S =
Vclc
Tc

+
Vswc
2Tc

+
Vk
Tc

+
Vcle
Te

+
Vswe
2Te

+
Vh
Te

+
Vr ln(TE/Tc)

Te − Tc
The next trigonometric identity is utilized for the analysis.

cos(a+ b) = cos a cos b− sin a sin b

Vswc
2Tc

cos(θ + δ) =
Vswc
2Tc

(cos θ cos δ − sin θ sin δ)

Vswe
2Te

cos(θ + δ + α) =
Vswe
2Te

(cos θ cosψ − sin θ sinψ)

ψ = δ + α

(2.2.12)

Rearranging the denominator of 2.2.11 with Eq. 2.2.12

P =
mR

S +

(
Vswc
2Tc

cos δ +
Vswe
2Te

cosψ

)
cos θ −

(
Vswc
2Tc

sin δ +
Vswe
2Te

sinψ

)
sin θ

(2.2.13)
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β

a

a cosβ =

(
Vswc
2Tc

cos δ +
Vswe
2Te

cosψ

)
a sinβ =

(
Vswc
2Tc

sin δ +
Vswe
2Te

sinψ

)

Figure 2.4: Triangle representation

From Fig. 2.4

tanβ =

Vswc
2Tc

sin δ +
Vswe
2Te

sinψ

Vswc
2Tc

cos δ +
Vswe
2Te

cosψ
(2.2.14)

a =

√(
Vswc
2Tc

sin δ +
Vswe
2Te

sinψ

)2

+

(
Vswc
2Tc

cos δ +
Vswe
2Te

cosψ

)2

(2.2.15)

Substituting in the pressure equation 2.2.13 the Eq. 2.2.14 and 2.2.15.

P =
mR

S + a cos(β + θ)
(2.2.16)

The maximum and minimum values of the pressure are calculated when the max-
imum and minimum values of the cosine are presented.

Pmax =
mR

S − a

Pmin =
mR

S + a

Then, the work of the engine can be calculated from Eq. 2.2.17 and 2.2.18.

Qe = We =

∮ 2π

0

(
P
dVe
dθ

)
dθ

Qc = Wc =

∮ 2π

0

(
P
dVc
dθ

)
dθ

(2.2.17)

Qe = We = −mRVswe
2

∮ 2π

0

sin(θ + δ + α)

S + a cos(θ + β)
dθ

Qc = Wc = −mRVswc
2

∮ 2π

0

sin(θ + δ)

S + a cos(θ + β)
dθ

(2.2.18)

From Eq. 2.2.19 the total work is calculated.

W = We +Wc (2.2.19)
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Figure 2.5: FPSE dynamic diagram

Dynamics of the Free-Piston Stirling engine

Due to the fact that a FPSE lacks mechanical connections, the study of this type
of machines must have a pre-study before applying the first order analysis. The
most significant difference of the FPSE and the kinetic engines is that the piston
and displacer strokes are unspecified, as well as the phase angle. Not only the
fact that the amplitudes are unknown is hard to lead but also the dependence of
these parameters with loads adds more complexity to the study. Therefore, the
study of the dynamics is fundamental and thus it is the first step. The equations
below describe the behavior of the engine in Figure 2.5.

Equations of Motion

d

dt

∂L

∂q̇k
− ∂L

∂qk
= Qk (2.2.20)

Qk =

p∑
j=1

~Fj ·
∂~rj
∂qk

where Qk is are the generalized forces and k is the number of degrees of freedom,
there are p forces acting upon the system, ~F are the external forces and~r are
displacements.
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Kinetic energy

τDisplacer =
1

2
mD · ~̇r2

1 (2.2.21a)

τPiston =
1

2
mP · ~̇r2

2 (2.2.21b)

τTotal =
1

2
(mD · ~̇r2

1 +mP · ~̇r2
2) (2.2.21c)

Potential energy

νDisplacer =
1

2
(kD ~r1

2 + kR(~r2 − ~r1)2) (2.2.22a)

νPiston =
1

2
(−kP ~r2

2 + kR(~r2 − ~r1)2) (2.2.22b)

νTotal =
1

2
(kD ~r1

2 + kR(~r2 − ~r1)2 + kR(~r2 − ~r1)2 − kP ~r2
2) (2.2.22c)

Non-potential forces

Q1 =
3∑
j=1

~Fj ·
∂~rj
∂q1

Where q1 = ~xd and ~r1 = ~xd + ld

~F1 =− cD ~̇r1 · 1 (2.2.23a)

~F2 =cR( ~̇r2 − ~̇r1) · 1 (2.2.23b)

~F3 =∆P ·Ac (2.2.23c)

Q2 =
3∑
j=1

~Fj ·
∂~rj
∂q2

Where q2 = ~xp and ~r2 = ~xp + lp

~F1 =− cP ~̇r2 · 1 (2.2.24a)

~F2 =cR( ~̇r2 − ~̇r1) · 1 (2.2.24b)

~F3 =∆P · (Ac −Ar) (2.2.24c)

L =
1

2
(kD ~r1

2 +kR(~r2− ~r1)2 +kR(~r2− ~r1)2−kP ~r2
2)− 1

2
(mD ·~̇r2

1 +mP ·~̇r2
2) (2.2.25)

d

dt

∂L

∂ẋd
= mD ~̈r1

∂L

∂xD
= −kD · ~r1 + kR · ~r2 − kR · ~r1 (2.2.26)

Substituting 2.2.23 and 2.2.26 at 2.2.20

mD ~̈r1 + kD ~r1 − kR ~r2 + kR ~r1 = −cD ~̇r1 + cR( ~̇r2 − ~̇r1) + ∆P ·Ac
In a similar way

mP ~̈r2 + kP ~r2 + kR ~r2 − kR ~r1 = −cP ~̇r2 − cR( ~̇r2 − ~̇r1) + ∆P · (Ac −Ar)

mDẍ+ (cD + cR)ẋ+ (kD + kR)x− cRẏ − kRy = ∆P ·Ar
mP ÿ + (cP + cR)ẏ + (kP + kR)y − cRẋ− kRx = ∆P · (Ac −Ar)

(2.2.27)
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2.3 Stability of the Free-Piston Stirling engine

A stability analysis is presented as an essential step to study how different design
parameters influence the behavior of the thermomechanical machine.

The section starts with the new dynamic model, which includes a new velocity
dependent mechanical loss. The latter is included with the purpose of studying
how the motion of the pistons influence each other. The mathematical tool used
is the Laplace transform, due to its simplicity at the moment of implementation
and most important for the study of the localization of the poles.

Other approaches like the matrix representation of the system, tends to find
the complex frequencies of the engine. The purpose of this calculation is to find
the eigenvalues of the matrix to dismiss their real part and transform them in
pure imaginary eigenvalues.

The main obstacle to design functional Free Piston Stirling engines is to guar-
antee the stability of the oscillations, which is not a trivial task due to the decou-
pled pistons and the sensibility of some parameters.

In a new way, the dynamics of a more complete dynamic model is presented,
this time taking into account the loss of momentum, acknowledging the depen-
dence of motion among the displacer and the piston. Consequently, the analysis
and calculation of a new model is required based on the methodology presented
in [28].

The difference between a kinematic engine and a dynamic one lays on the lack
of linkages between piston and displacer, because of the motion inside is not easily
described nor completely understood. One path to follow in order to describe the
motion is the integration either analytical or numerically of the linearized model.
Their major disadvantage lies in the consumption of time and accuracy talking
about the numerical approach. Therefore, there should be a way to find some
intrinsic parameters that let us understand in a specific manner the behavior of
the engine.

The study of stability in dynamic problems results in a powerful tool to de-
scribe a specific system without the need of solving its equations of motion. There
are several techniques at our disposal, being the first approach the transforma-
tion of the differential equations into the frequency domain (making use of the
Laplace transform). Many important rules are addressed in [22] on how to find
the Laplace transform for specific mathematical forms.

A few articles proposed dynamic systems control strategies to tackle the stabil-
ity problem, tools like the root locus let the engineer know some of the fundamen-
tal characteristics of the system (e.g., frequency, amplitude and the localization
of the roots). The primary consideration in these papers is that the system is lin-
ear; therefore the amount of input is going to modify the output in a proportional
scale. Works like [29] presents other tools like the Bode diagrams and the Nyquist
Plot, along with the document the transformation of simple Laplace equation into
block enhance the analysis in a more graphical interpretation letting the reader
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understand clearly the input and output of the system for both degrees of freedom
(displacer and piston motion).

More recent articles intend to find design parameters based on the study of
the natural frequency of the system [30]. The authors propose a design method
for selecting the physical parameters, as in the previews articles the engine is rep-
resented in its frequency equivalent (transfer function) and based on the Nyquist
stability criterion is used to derived operation condition. Then their results are
compared with the well known RE-1000 engine, tested by NASA. Formosa and
Frechette also studied the scaling laws for FPSE design [13].

Aside from the frequency representation, alternative reports utilize more spe-
cific methods. Hopf instabilities are discussed in [31], where a mathematical
method described with the goal of seeking periodic solutions, then the compari-
son of the analytical versus the numerical approach is executed.

The first analysis of the next part is based on previews studies about stabil-
ity, such is the case of [32] and [18]. These documents propose simpler dynamic
models for the sake of focus on the stability part.

Bégot et.al [33] use the analysis presented in [32] and add pressure losses,
therefore a more complete calculation is exposed. Works like [34] propose an ac-
tive control concerning the complicated motion of the pistons, which allows the
adjustment of the pressure inside the chambers (buffer and compression space
inside the gas springs). Some novel techniques of adjustments are discussed (e.g.,
genetic algorithms) all the work done by the controller is to maintain the phase
angle between the displacer and piston.

Based on the analysis of [32], the more complete dynamic system described
in Eq. 2.2.27 is now studied. The spring constant between the displacer and
the piston is assumed negligible in comparison to the mechanical piston spring
constant and the mechanical displacer spring constant.

(
mDs

2 + (cD + cR)s+ kD +Ar
∂P

∂xD

)
XD =

(
cRs−Ar

∂P

∂xP

)
XP (2.3.1a)(

mP s
2 + (cP + cR)s+ kP +AP

∂P

∂xP

)
XP =

(
cRs−AP

∂P

∂xD

)
XD (2.3.1b)

For simplicity,

cD + cR = DD kD +Ar
∂P

∂xD
= KD

cP + cR = DP kP +AP
∂P

∂xP
= KP

cRs−Ar
∂P

∂xP
= $P (s) cRs−AP

∂P

∂xD
= $D(s)

(
mDs

2 +DDs+KD

)
XD = $P (s)XP (2.3.2a)(

mP s
2 +DP s+KP

)
XP = $D(s)XD (2.3.2b)
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ωD =

√
KD

mD
QD =

ωDmD

2πDD

ωP =

√
KP

mP
QP =

ωPmP

2πDP

HD(s) = mD

(
s2 +

ωD
2πQD

+ ω2
D

)
HP (s) = mP

(
s2 +

ωP
2πQP

+ ω2
P

)
Then,

HD(s)XD = $P (s)XP (2.3.3a)

HP (s)XP = $D(s)XD (2.3.3b)

∣∣∣∣ HD(s) −$P (s)
−$D(s) HP (s)

∣∣∣∣ = 0 → HD(s)HP (s)−$P (s)$D(s) = 0

HD(s) = 0 = −1

2

 ωD
2πQD

±

√(
ωD

2πQD

)2

− 4ω2
D

 (2.3.4a)

HP (s) = 0 = −1

2

 ωP
2πQP

±

√(
ωP

2πQP

)2

− 4ω2
P

 (2.3.4b)

From Fig. 2.6,

tan−1

ωc − ωD
− ωD

4πQD

 = tan−1

ωc − ωPωP
4πQP


ωc =

ωDωP (QD +QP )

ωPQP + ωDQP
(2.3.5)

If QD >> QP then ωc ≈ ωD
If QD << QP then ωc ≈ ωP

If ωD = ωP then ωc is independent of QD and QP , one can say that is better
to design for QD >> QP so the frequency is not going to depend on the piston
load.

P0 =
mR

Vswc/(2Tc) + Vk/Tc + Vr/Tr + Vh/Te + Vswe/(2Te)
(2.3.6)
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Figure 2.6: Localization of the poles

or

P0 =
mRT0

V0
(2.3.7)

From Eq. 2.3.6 and Eq. 2.3.7,

V0

T0
= Vswc/(2Tc) + Vk/Tc + Vr/Tr + Vh/Te + Vswe/(2Te) (2.3.8)

∂P

∂xD
=
∂P

∂Ve

∂Ve
∂xD

+
∂P

∂Vc

∂Vc
∂xD

∂P

∂xP
=
∂P

∂Ve

∂Ve
∂xP

+
∂P

∂Vc

∂Vc
∂xP

(2.3.9)

Based on Eq. 2.3.9,

∂P

∂Ve
= −mR

Te

(
Vc
Tc

+
Vk
Tc

+
Vr
Tr

+
Vh
Te

+
Ve
Te

)−2

∂P

∂Vc
= −mR

Tc

(
Vc
Tc

+
Vk
Tc

+
Vr
Tr

+
Vh
Te

+
Ve
Te

)−2

∂Ve
∂xD

= −Ar

41



∂Vc
∂xD

= AP = (A−Ar)

∂Vc
∂xP

= −AP = −(A−Ar)

∂Ve
∂xP

= 0

Assuming that the average pressure P0 occurs when the compression and expan-
sion volumes are Vc = Vswc/2 and Ve = Vswe/2 respectively[32].

∂P

∂xD
= −T0P0

V0

(
AP
Tc
− Ar
Te

)
∂P

∂xP
=
APT0P0

V0Tc
(2.3.10)

The machine has to fulfill the next criteria shown in Eq. 2.3.11.[32]

|HD(jωc)HP (jωc)| < |$P (jωc)$D(jωc)| (2.3.11)

In practice, oscillation amplitude is limited by non-linearities, either artificially
induced by means of closed loop mechanisms that control Qp or Qd in response
to piston amplitude , or inherent in the working gas process, when equilibrium
is reached, piston and displacer motion are expressible in complex form as Eq.
2.3.12 [32].

xd(t) = XDe
jωct

xp(t) = XP e
jωct

(2.3.12)

If at some instant the amplitude were greater, the energy dissipation would be
greater than the input, which would gradually diminish the kinetic energy of the
system until the equilibrium amplitude is reached [21]. This is due to the fact that
the work done by the viscous forces is πcωx2

0 and the work done by an external
force is πP0x0, thus the quadratic behavior will be greater than the linear from
the force.

The amplitudes are not uniquely determined in this analysis, but are strongly
related through the frequency and phase angle. A first assumption could be to
take the piston stroke half the displacer amplitude (Eq.2.3.13) [1] or based on the
geometry of the cylinder [35].

XD

XP
=

$P

HD(jωc)
(2.3.13)

Results

Table 2.1 shows the values utilized for the design of several engines. Tables 2.2,
2.3, and 2.4 show some of the design and operational parameters for specific out-
put power.

The results shown in Tables 2.5, 2.6, and 2.7 represent the implementation
of the first order analysis for a beta type engine, based on Urieli’s work, and the
stability analysis, which took into consideration the loss between the power piston
and the displacer. The error shown is between the comparison of the first order
analysis and the stability study develop in this section and the Schmidt analysis
deduced from Urieli [36]. The maximum error presented is 2.6% which seems
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Table 2.1: Engine parameters

Parameter Quantity

M(kg) 0.001006
R(J/kg K) 2077
Vc(m

3) 2.096×10−5

Ve(m
3) 1.74×10−5

Vk(m
3) 1.91×10−5

Vr(m
3) 1.17×10−4

Vh(m3) 2.95×10−5

Tc(K) 300
Te(K) 900
Tr(K) (Te − Tc)/(ln(Te/Tc))
A(m2) 3.62×10−3

Ar(m
2) (π/4)(1.06×10−2)2

mP (kg) 1
mD(kg) 0.25
Vclc(m

3) 0.001
Vcle(m3) 0.001

xda(m) 0.06
xpa(m) 0.03
α(rad) 90π/180
θ(rad) 0→2π
KP (Nm) 6.8828×105

KD(Nm) 1.7207×105

cr(Nm/s) 10
cD(Nm/s) 40
cP (Nm/s) 60
DP (Nm/s) cr + cP
DD(Nm/s) cr + cD

acceptable.

Figures 2.7, 2.8, and 2.9 show the variation of the compression and expan-
sion space of some of the engines described in Tables 2.5, 2.6, and 2.7. Similarly,
Figures 2.10, 2.11, and 2.12 show the “Pressure-Volume” diagram of some of the
engines described in Tables 2.5, 2.6, and 2.7.
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Table 2.2: Engine parameters for 500w, First order analysis

Engine A (m2) Ar (m2) m (kg) Tc (K) Te (K) f (Hz) Power (w)

1 0.0038 0.0008 0.0079 421.6194 975.2985 58.7237 343.9067

2 0.0040 0.0006 0.0099 318.4509 930.7242 57.7029 494.0768

3 0.0048 0.0002 0.0073 309.8165 829.0394 59.6881 498.1949

4 0.0045 0.0007 0.0091 310.6355 903.8053 52.9452 499.8550

5 0.0047 0.0001 0.0075 396.2645 912.3510 57.1180 494.3517

6 0.0048 0.0003 0.0090 481.3007 910.2128 55.4410 512.1503

Table 2.3: Engine parameters for 1000w, First order analysis

Engine A (m2) Ar (m2) m (kg) Tc (K) Te (K) f (Hz) Power (w)

1 0.0048 0.0004 0.0128 493.0304 1097.0824 58.8041 1012.9638

2 0.0044 0.0001 0.0189 458.4954 839.5971 62.4070 977.4794

3 0.0049 0.0004 0.0125 369.8578 981.6834 57.8149 990.1325

4 0.0040 0.0003 0.0159 322.3066 947.5976 64.1755 1004.7297

5 0.0046 0.0001 0.0111 376.4419 1081.0567 62.4589 1012.7449

6 0.0048 0.0005 0.0159 398.2282 842.0762 62.6464 991.7534

Table 2.4: Engine parameters for 1500w, First order analysis

Engine A (m2) Ar (m2) m (kg) Tc (K) Te (K) f (Hz) Power (w)

1 0.0045 0.0007 0.0200 343.2570 1006.9345 64.8695 1491.0204

2 0.0046 0.0001 0.0149 340.6029 1076.9969 68.4743 1513.1085

3 0.0050 0.0008 0.0182 300.8922 1110.4421 54.7821 1527.1635

4 0.0043 0.0003 0.0177 338.1772 1049.6459 66.5712 1474.5268

5 0.0037 0.0006 0.0149 346.8556 1121.9814 65.1180 906.9729

6 0.0044 0.0002 0.0158 355.5930 1125.9821 65.3857 1470.5873
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Table 2.5: Engine parameters for 500w, First order and stability analysis
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Table 2.6: Engine parameters for 1000w, First order and stability analysis
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Table 2.7: Engine parameters for 1500w, First order and stability analysis
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Figure 2.7: Volume variation for 500w engines
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Figure 2.8: Volume variation for 1000w engines
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Figure 2.9: Volume variation for 1500w engines
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Figure 2.10: PV diagram for some 500w engines
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Figure 2.11: PV diagram for some 1000w engines
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Figure 2.12: PV diagram for some 1500w engines
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Table 2.6 shows ten different combination of parameters, which represent ten
different engines working in a stable mode, and with power outputs closer to the
desired 1 kW. There are also some designs with lower power outputs, like engine
1 and engine 5. This indicates that under certain conditions, there is a maximum
limit for the power output, that would not affect the stable operation of the engine.
The proposed procedure does not explore in detail the influence of a particular
parameter, the objective is to search through all the potential designs, ensuring
the stability of each proposed engine. This represent a valuable tool for early stage
design of free piston engines. In general, the error for the predicted power is lower
than 1% for the majority of the simulations, which validates the proposed models.

Figures 2.8a and 2.8c show the variation of the volume inside the compression
and expansion spaces for the same engines. Figure 2.11a and 2.11c represent the
Pressure-Volume diagrams of a pair of engines enlisted in Table 2.6.

Figure 2.11a, and Figure 2.11c reflect the characteristic shape for a PV dia-
gram in Stirling engines. This shape differs largely from the theoretical PV cycle,
and thus indicates the relevance of using adequate tools to analyze Stirling cycles.
Some conclusions can be inferred from this kind of diagrams. For example, accord-
ing to Figures 2.11a and 2.11c, both engines follow a similar volume variation, but
the design 3 gives a higher power output. This difference can be explained due to
the operation at higher pressures observed in Figure 2.11c, when compared with
the pressure levels of engine 1, Figure 2.11a. This supports a known fact about
Stirling engines, when two engines present similar geometrical characteristics, the
operation at higher pressures will translate into higher power outputs.

Entropy analysis

In the heat addition process the main source is the heater. Similarly the cooler,
for rejecting heat from the fluid to the heat sink. In Figure 2.13a and 2.13b the PV
diagram and TS diagram for imperfect regeneration is shown. The big difference
between the ideal cicle and the non-ideal lies in the amount of heat provided from
the regenerator (process 2-2’) and from the gas to the regenerator (process 4-4’)

3

4

1

2

Qin

Qout

P

V

2’

4’

(a) PV diagram

3 4

12
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Qout

T

S
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T3

T2′

T4′
T2

Tsink,in

Tsink,out

(b) TS diagram
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Harrod et al. [37] presented a second law analysis for Stirling engines. The
analysis estimated the entropy generated in the cooler, heater and regenerator
of the engine. The entropy generation in the heater is given by the difference
between the entropy changes of the hot working fluid and the source at the log
mean temperature of the fluid stream

Sgen,h = Sh − Ssource = S34 + S2′3 − Ssource

=
Q34

T3
+ ṁcv ln

(
T3

T ′2

)
− Qin
T ′source

(2.3.14)

where T ′source

T ′source =
Tsource,in − Tsource,out

ln(Tsource,in/Tsource,out)
(2.3.15)

For the cooler

Sgen,c = Ssink − Sc = Ssink − S12 − S4′1

=
Qout
T ′sink

− Q12

T1
− ṁcv ln

(
T ′4
T1

)
(2.3.16)

where T ′sink

T ′sink =
Tsink,in − Tsink,out

ln(Tsink,in/Tsink,out)
(2.3.17)

For the regenerator the entrophy generation is calculated from Eq. 2.3.18

Sgen,R = Sc − Sh (2.3.18)

Substituting Eq. 2.3.14 and Eq. 2.3.16 into Eq. 2.3.18, the resulting entrophy is:

Sgen,R =
Q12

T1
− Q34

T3
+ ṁcv ln

(
T4′T2′

T1T3

)
(2.3.19)

The total entrophy generation can be expressed as the sum of the external and
internal irreversibilities by adding Eqs. 2.3.14,2.3.16 and 2.3.19.

Sgen,total =
Qout
T ′sink

− Qin
T ′input

= Sgen,h + Sgen,R + Sgen,c

(2.3.20)

The heats are calculated from the next equations

Q12 = W12 =

∫ V2

V1

ωPdVc = ṁRT1 ln (V1/V2) (2.3.21)

Q34 = W34 =

∫ V2

V1

ωPdVh = ṁRT3 ln (V1/V2) (2.3.22)

Q22′ = εṁcv(T3 − T1) (2.3.23)

where ε is the effectiveness of the regenerator (ε =
T4′ − T3

T1 − T3
=
T2′ − T1

T3 − T1
)

Q2′3 = (1− ε)ṁcv(T3 − T1) (2.3.24)

Q4′1 = (ε− 1)ṁcv(T3 − T1) (2.3.25)
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Figure 2.14: 502W FPSE

The input heat and the output heat required are

Qin = Q34 +Q2′3 (2.3.26)

Qout = Q12 +Q4′1 (2.3.27)

In Figure 2.14a the sum of entropies (Sh) and the sum of entropies (Sc) is
shown for the sake of understand the entropy generated by the regenerator, which
according to Eq. 2.3.18 depends on this two quantities. In Figure 2.14b the
entropies for each heat exchanger is displayed as a function of the regenerator’s
efficiency. The total entropy generated in the cycle is equal to the sum of inde-
pendent entropies. The results can be seen in Figure 2.14c. Results from Figure
2.14 correspond to a 502W engine listed in Table 2.5.

Similarly for Figures 2.15 and 2.16 the regenerator’s efficiency versus entropy
generated is displayed. From the results it can be deduced that the amount of
entropy generated is going to increase if the difference in the hot and cold tem-
peratures increases, due to the fact that the entropy is defined as the radio of the
heat over the temperature and heat is directly proportional to the temperature

56



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Regenerator efficiency

0

2

4

6

8

10

12

14

E
nt

ro
ph

y 
ge

ne
ra

tio
n 

(J
/K

)

S
c

S
h

(a) Entropy generared during isothermal and
isochoric heating and cooling processes

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Regenerator efficiency

0

1

2

3

4

5

6

E
nt

ro
ph

y 
ge

ne
ra

tio
n 

(J
/K

)

Heater
Cooler
Regenerator

(b) Entropy for each heat exchanger

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Regenerator efficiency

0

2

4

6

8

10

12

E
nt

ro
ph

y 
ge

ne
ra

tio
n 

(J
/K

)

(c) Total entropy generated

Figure 2.15: 439W FPSE

gradient. Therefore for the three engines showed the 505W and 502W produce
more entropy than the 439W.

The entropy generation rates for each heat exchanger contributes to the over-
all entropy generation, Figures (b) show that the entropy generated by the three
components is strongly affected by the regenerator’s efficiency, the entropy genera-
tion is reduced while the effectiveness of the regenerator increases. This decrease
is due to the reduction of heat provided by the heater. For low ranges of effi-
ciency the heater and cooler need to provide or sink more heat thus the entropy is
greater. The behavior of the regenrator’s entropy generated has symmetry from
the central point (0.5). If no regenerator is included the engine efficiency would
disminish.

57



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Regenerator efficiency

0

2

4

6

8

10

12

14

16

18

E
nt

ro
ph

y 
ge

ne
ra

tio
n 

(J
/K

)

S
c

S
h

(a) Entropy generared during isothermal and
isochoric heating and cooling processes

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Regenerator efficiency

0

2

4

6

8

10

12

14

16

E
nt

ro
ph

y 
ge

ne
ra

tio
n 

(J
/K

)

Heater
Cooler
Regenerator

(b) Entropy for each heat exchanger

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Regenerator efficiency

0

5

10

15

20

25

E
nt

ro
ph

y 
ge

ne
ra

tio
n 

(J
/K

)

(c) Total entropy generated

Figure 2.16: 505W FPSE
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2.4 Electric transformation

Although Stirling engines were first studied a long time ago, the demand for
new ways of energy transformation has reborn this technology for clean heat-to
electricity power conversion. Stirling power converters typically utilize linear al-
ternators, which transform the motion of the piston into electricity. NASA has
been developing Stirling Radioisotope Power Sytems capable of generating elec-
tric power with the primary purpose of providing power to future space science
missions [38].

Linear Alternator Operation

Based on Faraday’s law, a linear alternator can be modeled as an electromotive
force (emf), or voltage, is induced along the boundary of a surface through which
there is changing magnetic flux [39]. Permanent magnets (PMs) are attached
to the piston, which oscillates within the alternator coil. A voltage (Vemf ) is
induced due to the change in the magnetic field crossing through the circular
surface contained by the alternator coil (see Figure 2.17). The magnetic flux (ϕ)
is the integral of the magnetic field ( ~B) through a surface (Eq. 2.4.1) and Vemf
can be simplified as the total derivative of the flux times the number of turns (N),
see Eq. 2.4.2.

Winding

Permanent magnets

Figure 2.17: Linear alternator

ϕ =

∫
~B · n̂ da (2.4.1)

Vemf = N
dϕ

dt
(2.4.2)

To compute the electrical power output of the alternator a full mathematical
model must be developed. In Figure 2.18, the equivalent circuit of the single-
phase linear alternator is shown. Equation 2.4.3 describes the circuit in Figure
2.18. The inductance (L) and the linking flux (ϕ) and the resistance (R) are
found from the geometry of the alternator and must be known to calculate the
output voltage. The inherent voltage of the engine over one loop is calculated by
Eq. 2.4.4 [40][41].

Vout = Vemf −Ri− L
di

dt
(2.4.3)

where the electrical losses are modeled as a voltage drop which is equal to Ri.
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Vemf
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Vout
i

Figure 2.18: Electric representation of the linear alternator

Vemf = N
dϕ

dx

dx

dt
(2.4.4)

where N is the total number of coil turns and the term
dϕ

dx
is a constant,

which is often defined as the motor constant or the force constant, and it can be
approximated by

dϕ

dx
=

2ϕmax
ls

(2.4.5)

where ϕmax is the cycle maximum of the winding flux linkage and ls is the
piston stroke [42]. The viscous force generated in the linear alternator is propor-
tional to the piston’s velocity and the viscous coefficient is cP , this parameter is
directly connected to the design of the linear alternator.
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Chapter 3

Heat exchangers for Stirling
engines

The primary purpose of this chapter is to study the heat exchangers, as a crucial
part of the engine. Friction or pumping losses are included, which reduce the net
power of the machine.

3.1 Urieli heat exchangers simple analysis

The study of heat transfer and flow friction effects for each heat exchanger is
important for a well-designed engine. The forced convection is the primary mech-
anism of transport for heat, which travels from an external source to the working
fluid in the heater zone, then part of the heat is absorbed by the regenerator. Fi-
nally the purpose of the rejector (cooler) is to use the most energy possible from
the gas. It is essential to always have in mind that the heat exchangers should be
designed in as compact as possible to limit the “dead volume”, which is directly
related to the power of the engine. It has been found that effective heat exchange
comes at a price of increased flow friction, resulting in the so-called “pumping
loss” [43].

Pumping Loss Simple Analysis

A common practice when analyzing a Stirling engine is to assume that the pres-
sure is constant throughout the engine. Yet it has been found that the need
for high heat fluxes in the heat exchangers requires a sizeable wetted area (Aw).
This increase in the area will rise the void volume which is not desirable due to
a drop in pressure. However, a good practice is to design a heat exchanger with
many small diameter passages in parallel. The pressure drop is associated with
the fluid friction, which is generated between the wall of the heat exchanger and
the fluid, who travels from one part of the cylinder to the other. The friction
force is strongly related to a power loss, and it is referred to as the “Pumping
loss”. Urieli evaluates the pressure drop across all the heat exchangers (heater,
regenerator, and rejector) concerning the compression space. Then he determines
the new value of the work done by integrating over the complete cycle, and isolate
the Pumping Loss term [44].
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W = We +Wc =

∮
P dVc +

∮
(P −

∑
∆P ) dVe (3.1.1)

W =

∮
P (dVc + dVe)−

∮ ∑
∆P dVe = Wi −∆W (3.1.2)

where Wi is the ideal work done per cycle, and ∆W is work loss due to the pressure
drop in each heat exchanger.

∆W =

∫ 2π

0

(
3∑
i=1

∆Pi
dVe
dθ

)
dθ (3.1.3)

Then the efficiency of the cycle is (see Eq. 3.1.4)

η = W/Qin (3.1.4)

where Qin = Qe = We

The pressure drop (∆P ) is due to fluid friction as it moves through the heat
exchanger section. Urieli’s model assumed one-dimensional flow, although the
concept of fluid friction break down under this assumption. Fig. 3.1 shows shear
stress (τ) between parallel layers of fluid proportional to the velocity gradient(
du

dz

)
which is stated in Newton’s law of viscosity.

du

dz
τ

z

u

Figure 3.1: Velocity gradient

τ = −µdu
dz

(3.1.5)

Eq. 3.1.5 cannot sustain a one-dimensional flow. However, it is stating that
the flow is not strictly 1D, but its mean bulk mass flow rate represents it. The
dynamic viscosity (µ) is a measure of the internal friction. This internal friction
is due to the collision of the particle, which travels at different speeds, and thus
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the transfer of momentum occurs from one particle to another [45].

The frictional force is related to the shear stress by Eq. 3.1.6

F = τ Aw (3.1.6)

Substituting d = 4V/Aw which is the hydraulic diameter at Eq. 3.1.6, where
V is the void volume.

F =
4τV

d
(3.1.7)

For flow in circular pipes, the hydraulic diameter thus becomes the internal
diameter of the pipe. Kays and London defined a coefficient of friction (Cf ) as
the ratio of the shear stress to the “dynamic head”. See Eq. 3.1.8 [46].

Cf =
τ

1

2
ρ u2

(3.1.8)

Substituting for the shear stress from Eq. 3.1.8 at Eq.3.1.7, the result is an
equation that relates the frictional factor with a morphology characteristic value
of the heat exchanger like the “hydraulic diameter”. See Eq. 3.1.9.

F =
2Cfρ u

2 V

d
(3.1.9)

When there is no acceleration present in the fluid (quasi-steady flow), the drag
force is equal and opposite to the pressure drop force.

F + ∆PA = 0 (3.1.10)

Thus, substituting Eq. 3.1.9 at Eq. 3.1.10.

∆P +
2Cfρ u

2 V

d A
= 0 (3.1.11)

The second term of the left side is always positive. However, the pressure
can be either positive or negative, depending on the direction of flow. Thus the
equation violates the momentum conservation principle in the case of reversing
flow[44]. This can be fixed by introducing a “Reynolds friction coefficient” (CRe),
see Eq. 3.1.12

CRe = Re Cf (3.1.12)

Finally the pressure drop is shown in Eq. 3.1.13.

∆P =
−2 CRe µ u V

d2A
(3.1.13)

Eq. 3.1.13 now satisfies the momentum conservation principle for both direc-
tions of the flow, this is represented by the direction of the velocity (u). Empirical
data from the friction coefficient is presented as function of the Reynolds num-
ber, it is simple to use this data with Eq. 3.1.12. For smooth circular pipes the
Moody diagram has been modified to show the Reynolds Friction Coefficient that
is shown in Fig. 3.2 [44].
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• Hagen-Poiseuille (Laminar), for Re less than 2000. It is important to
mention that for the Moody diagrams the laminar part is equal to [47][48][49][50]

Cf = 64

However, due to the hydraulic diameter compensation factor (4) the CRe is
equal to

CRe = 16

• Transition, when the Re is greater than 2000 and less than 4000 the CRe

is equal to
CRe = 7.343× 10−4Re1.3142

• Blasius (Turbulent), when the Re is gretaer than 4000 then the CRe is
equal to

CRe = 0.0791 Re0.75

3.2 Friction factor and heat transfer correlation

Compact heat exchangers are easy to manufacture and show excellent perfor-
mance; they allow a rather complex flow channel organization, which makes them
suitable for Stirling engines. However, new questions surround their study, pri-
marily if the Navier-Stokes equation still hold for tiny channels and if the classical
heat transfer correlations still hold. The main disadvantage lies in the regime of
the fluid, due to the small size of the channels the flow is laminar; thus the heat
transfer will be less than if the stream was turbulent. It is relevant to men-
tion that compact heat exchangers covered millimeter channel size. Adam and
Coll [51] have studied micro-channels (0.76 to 1.09 mm in diameter), their results
show that the Nusselt number is higher than the ones predicted by the classical
correlations[52] (see Eq. 3.2.1)

Nu = 1.86(Re Pr)1/3

(
Dh

L

)1/3( µ

µp

)0.14

Re < 2000 (3.2.1a)

Nu = 1.116(Re2/3 − 125)

[
1 +

(
Dh

L

)2/3
](

µ

µp

)0.14

2200 < Re < 10000

(3.2.1b)

Nu = 0.023Re0.8Pr0.4 Re > 10000 (3.2.1c)

where Dh is the hydraulic diameter, L is the channel length and, µ is the viscosity.
For smaller diameters (Dh < 0.8) Zhang [53] suggest a new correlation, see Eq.
3.2.2.

Nu = 0.021(RePr)0.7 Re > 600 (3.2.2)

Experiments done by Luo et. al [54] show that for classical correlations: For
Re < 800 the values were 20% lower and Re > 800 the values were 30% higher,
which means that even for millimeter size channels, the improvement can be ob-
served to classical heat transfer correlations.

Thomas and Pittman [55] presented an updated overview of different corre-
lations for the friction and heat transfer of Stirling engine regenerator. The first
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correlations were developed by Gedeon and Wood [2], who studied the oscillating-
Flow inside the regenerator.

As it was discussed early in this chapter, the regenerator is a crucial device
when efficiency and effectiveness are needed. Gedeon and Wood first collected
the data under the contract of NASA Glenn Research Center. The significant
contribution lies in the acquisition of the flow friction and heat transfer under
oscillation flow conditions for a variety of Reynold numbers, flush ratio, wire di-
ameter, mesh width and porosity. The correlations were derived for both wire
screens, and metal felts. The morphological constraints and the governing equa-
tions are presented in Table 3.1 and 3.2.

Table 3.1: Friction factor correlation for the regenerator [2]

Matrix material Wire screen Metal felt

Number of samples 3 5

Wire diameter range 0.0533 → 0.094 mm 0.0128 → 0.0508 mm

Porosity range 0.6232 → 0.781 0.688 → 0.8405

Remax range 1.04 → 3400 0.79 → 1400

Valensi range 0.0052 → 21 0.0021 → 5.6

Range of tidal amplitude ratio 0.028 → 2.2 0.043 → 2.6

Equation for porosity ε = 1− Vmat
Vtot

ε = 1− Vmat
Vtot

Equation for flow velocity u =
u0

ε
u =

u0

ε

Equation for Reynolds number Re =
dεu

(1− ε)ν
Re =

dεu

(1− ε)ν

Equation for pressure drop ∆P = cfu
2L(1− ε)ρ

2dε
∆P = cfu

2L(1− ε)ρ
2dε

Friction factor correlation cf =
129

Re
+

2.91

Re0.103 cf =
192

Re
+

4.53

Re0.067
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Table 3.2: Nusselt number correlation for the regenerator [2]

Matrix material Wire screen Metal felt

Number of samples 3 5

Wire diameter range 0.0533 → 0.094 mm 0.0128 → 0.0508 mm

Porosity range 0.6232 → 0.781 0.688 → 0.8405

Remax range 1.04 → 3400 0.79 → 1400

Valensi range 0.0048 → 16 0.0037 → 3.3

Range of tidal
amplitude ratio

0.17 → 3 0.17 → 3.8

Equation for
porosity

ε = 1− Vmat
Vtot

ε = 1− Vmat
Vtot

Equation for
flow velocity

u =
u0

ε
u =

u0

ε

Equation for
Reynolds number

Re =
dεu

(1− ε)ν
Re =

dεu

(1− ε)ν

Equation for
specific

heat transfer area
ϕ =

A

Vtot
=

4

d
(1− ε) ϕ =

A

Vtot
=

4

d
(1− ε)

Nusselt number Nu =
αdε

λ(1− ε)
Nu =

αdε

λ(1− ε)

Nusselt number
correlation

Nu =
(
1 + 0.99(RePr)0.66

)
ε1.79 Nu =

(
1 + 1.16(RePr)0.66

)
ε2.61

Overall thermal
regenerator loss

Q̇Reg-loss

λAfree∆T
=

0.194(RemaxPr)1.3

ε1.81

Q̇Reg-loss

λAfree∆T
=

0.253(RemaxPr)1.24

ε2.67

Correlations from Tables 3.1 predict the highest friction factor due to oscilla-
tion flow; also Gedeon and Wood measured the p-V power dissipated by the fluid
in the regenerator in comparison with Kühl [56] that measured pressure drop.
Moreover, the results show that friction factors of metal felt are greater than those
for wire screens, especially for higher Reynolds numbers, one possibility is that
the random structure of the metal felt yields a higher drag. Thus wire screens are
preferred for minimizing regenerator pressure drop according to Thomas et al.[55].

To calculate the correlations from Table 3.2, Gedeon and Wood measured the
net axial heat flux along the regenerator as its overall thermal loss [2]. They
separate the total loss into a fraction caused by the limited heat transfer, which is
the Nusselt number correlation and the rest was attributed to an enhanced axial
conduction.
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In Tables 3.1 and 3.2, d is the wire diameter, L is the total length of the
matrix, A is the gross heat transfer area, Anet is the net heat transfer area, Vmat
is the volume of matrix material, Vtot is the total volume of regenerator ν is the
kinetic viscosity of the fluid and λ is the thermal conductivity of fluid.

Significant correlations have been developed for heat transfer and pressure loss
for the regenerator. To study the phenomena inside the heater and the cooler,
Kuosa et al. [57] present a comparison of different correlations and also, the en-
hancement of heat transfer by adding slots inside the tubes.

Turbulent relationships developed by Dittus and Boelter [58] have been com-
monly used to calculate the heat transfer coefficient and friction factor for oscil-
lating flow. Unidirectional approximations are accurate when the regime is fully
laminar or fully turbulent [57].

In an oscillatory flow, the maximum velocity is achieved near the wall rather
than in the center of the channel; this was first discovered by Richardson and
Tyler in 1929 [59] the so-called “ annular effect” especially applies at higher cycle
frequencies [60].

Table 3.3 shows the heat transfer correlations:

1. Tang and Cheng [61] obtained experimental correlations for the cycle-averaged
Nusselt number in terms of Re, Reω and Aω, they used air as the working
fluid for the range of the following parameters: 7 < Re < 7000, 7 < Reω <
180 and 0.06 < Aω < 2.21.

2. Zhao and Cheng [62] used only two parameters, Reω and A0 (0 < Reω < 500
and A0 = 8.5, 15.3, 20.4 and 34.9).

3. De Monte et al. correlation for oscillating flow.[63]

4. Walther et al. [60] analyses the influence of developing flow associated with
laminar oscillating flow. Their correlation stands for a range of values:
1000 ≤ Remax ≤ Retransmax , 50 ≤ Reω ≤ 900,0.2 ≤ Λ ≤ 900, where Retransmax =
400
√

Reω.

5. Dittus-Boelter [64] (Classical correlation)

6. Petukhov and Popov [65] (Classical correlation)

7. Gnielinski [66] (Classical correlation)

The Darcy (cf ) and Fanning (λ) factors are widely used in the literature to
calculate losses due to friction. There is a Reynolds number dependency for the
drag coefficient λ within the duct. Depending on the regime, either laminar

cf =
64

Re
, Re < 2000 (3.2.3)

or turbulent flow

cf = 0.079Re−0.25, Re > 105 (3.2.4)
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Table 3.3: Classical and oscillating heat transfer correlations for the heater and
cooler

1 Nu = −0.494 + 0.0777

(
Aω

1 +Aω

)2

Re0.7 − 0.00162Re0.4Re0.8
ω Aω =

xmax
L

=
πum
ωL

=
dRe

LReω

2 Nu = 0.02A0.85
0 Re0.58

ω A0 =
xmax
d

3 Nu = −0.494 + 0.0777

(
AR

1 +AR

)2

Re0.7 − 0.00162Re0.4
(
4Re0.8

ω

)
AR =

dhRemax
4LReω

4 Nu = 5.78 + 0.00918Re0.969
ω Λ−0.367 − 0.178

∣∣∣∣ Re

Remax

∣∣∣∣0.951

Λ−0.703Re0.526
ω Λ =

LReω
2dRemax

5 Nu = 0.023Re0.8Pr0.4

6 Nu =
(f/2)RePr

(1 + 13.6f) + (11.7 + 1.8Pr−1/3)(f/2)1/2)(Pr2/3 − 1)
f = (3.64 log Re− 3.28)−2

7 Nu =
(f/8)(Re− 1000)Pr

1 + 12.7(f/8)(Pr2/3 − 1)

f = (0.79 ln Re− 1.64)−2

3000< Re < 106

However, Zhao and Cheng [67] presented a friction coefficient for cyclically
turbulent oscillatory flow Eq. 3.2.5, which covers a range of 81 ≤ Reω ≤ 540 and
54.4 ≤ A0 ≤ 113.5

cf =
1

A0

(
76.6

Re1.2
ω

+ 0.406624

)
(3.2.5)

“Sage Software for Engineering modeling and optimization” is software for
professional developers. The software not only can simulate Stirling engines but
also a variety of cryocoolers. Sage does not compete with standard CFD software.
However, it provides gas flow, heat transfer, and other modeling details within
several specialized model components. Sage uses many of the Nusselt number and
friction factor correlations of Gedeon and Wood [2] to compute heat transfer and
pressure drop. A description for more common heat exchangers is presented next
along with their parameters [68]:

• Length: Heat exchanger length (m) L in the x direction.

• Roughness: The relative roughness of the surface is defined as the average
height (ε) of surface irregularities divided by the hydraulic diameter, which
is the distance among high and low points on the surface [69]. Depending
on the process, roughness is determined, see Table 3.4.

Process ε(microns)

cold-rolling 2 to 6
drawing 2 to 6
extruding 2 to 6
drilling 3 to 13

Table 3.4: Roughness for some processes

• Af : Mean flow cross-sectional area (m2), which is the void volume divided
by the length.
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• As: Mean solid cross-sectional area (m2).

• Sx: Wetted perimeter (m) is the surface area per unit length for gas-to-solid
heat transfer.

• Porosity: Porosity (β) is the void volume divided by the total volume. For
matrix heat exchangers, the mean flow cross-section area Af is defined as
Eq. 3.2.6.

Af = βAc (3.2.6)

• For the duct type heat exchangers, twall: Wall thickness (m) used for to
determine the solid cross-sectional area.

For each heat exchanger, the correlation for friction and Nusselt number are
independent. Moreover, Valensi number is another parameter used in the corre-
lations. It is mathematically described in Eq. 3.2.7.

Va =
ρωd2

h

4µ
(3.2.7)

Previously in Tables 3.1 and 3.2, correlations for different types of matrices
have been shown. However, the purpose is to include more options for the designer.

• Random Fiber matrix, this correlation is derived from an oscillating-flow
regenerator test reported by the NASA Contractor Report [2] based on the
porosity dependence curve fits for the following round-wire test samples, see
Table 3.5:

Table 3.5: Wire diameters studied

Type Material Wire diameter (microns) Porosity

2 mil Brunswick inconel 52.2 0.68
1 mil Brunswick Stainless steel 27.4 0.82

12 micron Bekaert Stainless steel 31 0.85, 0.90, 0.93 and 96
30 micron Bekaert Fecralloy 24 0.9

The peak Reynolds number for the combined test ranged from about 1 to
3500. For the correlations below the parameter, α is porosity dependence.

Friction factor

cf =
a1

Re
+ a2Rea3 (3.2.8)

where

α =
β

1− β
(3.2.9)

a1 = 25.7α+ 79.8
a2 = 0.146α+ 3.76
a3 = −0.00283α− 0.0748
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Nusselt number

Nu = 1 + b1Peb2 (3.2.10)

where
b1 = 0.186α
b2 = 0.55
Pe = RePr

• Sphere matrix, for the wetted perimeter ( Sx)

Sx = 6(1− β)Ac/ds (3.2.11)

where Ac is the canister cross-section area, and ds is the sphere diameter.
The correlations are based on unpublished oscillating-flow regenerator test
[68].

Friction factor

cf =

(
157

Re
+ 5.15Re−0.137

)(
β

0.39

)3.48

(3.2.12)

Nusselt number

Nu = 1 + 0.48Pe0.65 (3.2.13)

• Foil matrix, for the wetted perimeter (Sx),

Sx = 2Af/g (3.2.14)

and the porosity is defined as

β =
1

1 + b/g
(3.2.15)

Friction factor

– Laminar regime

cf = 96/Re (3.2.16)

– Turbulent regime

cf = 0.121

(
ε

dh
+

68

Re

)0.25

(3.2.17)

Nusselt number

The laminar case is based on exact theory for fully-developed flow,uniform
heat flux, and turbulent case is from reference [46].

– Laminar regime

Nu = 8.23 (3.2.18)
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– Turbulent regime
Nu = 0.025Re0.79Pr0.33 (3.2.19)

• Tubular bundle, for the flow area (Af )

Af = n
π

4
d2
i (3.2.20)

where,
n: number of elements.
Solid cross-section area is calculated in terms of outside diameter and wall
thickness,

do = di + 2tw (3.2.21)

As = n
π

4

(
d2
o − d2

i

)
(3.2.22)

and the wetted perimeter is calculated

Sx = nπdi (3.2.23)

Friction factor for the tubular case depends on the Valensi number (Va).
It is calculated from Eq. 3.2.24

– Laminar regime

cf =
16s

Re
(3.2.24)

s = 4 if Va ≤ 32
s =

√
Va/2 if Va > 32

– Turbulent regime

cf = 0.11 (ε/dh + 68/Re)0.25 (3.2.25)

Nusselt number

– Laminar regime
Nu = 6 (3.2.26)

– Turbulent regime

Nu = 0.036Re0.8 (L/dh)−0.055 Pr0.33 (3.2.27)

• Rectangular channels, the flow area is

Af = nwihi (3.2.28)

where,
n: number of elements,
the solid cross-section area is

As = n(woho − wihi) (3.2.29)

where wo = wi + 2tw and ho = hi + 2tw
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the wetted perimeter is Sx = 2n(wi + hi)
a = wi/hi
b = 1.47− 1.48a+ 0.92a2

c = 0.438 + 0.562(1− a)3

Friction factor

– Laminar regime, friction factor is calculated from Eq.3.2.24
s = 4b if Va ≤ 32b2

s =
√
Va/2 if Va > 32b2

– Turbulent regime

cf = 0.11(ε/dh + 68/Re)0.25 (3.2.30)

Nusselt number

– Laminar regime

Nu = 10c (3.2.31)

– Turbulent regime

Nu = 0.035Re0.75Pr0.33 (3.2.32)

The Nusselt number (Nu) is defined as the ratio of heat transfer due to con-
vection over the heat transfer due to conduction, see Eq. 3.2.33 .

Nu =
q̇conv
q̇cond

(3.2.33)

In Fig. 3.3a a fluid with temperature T1 passes around a body with tem-
perature T2, while the fluid moves it exchanges some heat with the body, this
phenomenon is known as convection. In Fig. 3.3b two blocks are in contact with
each other; there is no moving part; the heat is transferred due to conduction.

T1T1

T2

(a) Heat transferred due to convection

T1 T2T1

(b) Heat transferred due to conduction

Figure 3.3: Transport mechanisms

q̇conv = h∆T (3.2.34)

where,

h: Convection heat transferred unit

(
W

m2 K

)
q̇cond = k

∆T

L
(3.2.35)

where,

k: thermal conductivity and depends on the material

(
W

mK

)
.
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Thus,

Nu =
q̇conv
q̇cond

=
h∆T

k
∆T

L

=
h L

k
(3.2.36)

Besides, Nusselt number is an important parameter because it described how
the heat is transferred, if there is a high convective force, the Nusselt number will
be greater, but if there is a low Nusselt number, it means that most of the heat
transfer has been done due to conduction. Then, from Eq. 3.2.36 the convection
heat transferred unit (h) can be calculated.

The volume calculation for the three heat exchangers is essential. Those vol-
umes are required by Eq. 2.2.4. Then, it can be computed base on their matrix
type and canister (if needed). Based on Eq. 3.2.37 and Eq. 3.2.6 the volumes can
be quantified.

V = AfL (3.2.37)

All the mentioned correlations are the basement for the design of the heat
exchangers, which are essential devices within the Stirling engine. Depending on
the type of matrix of the heat exchangers, in the calculation of the engine. The
next chapter includes software designed to calculate the friction factor and the
Nusselt correlation readily.
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Chapter 4

Design methodology for free
piston Stirling engines

In compliance with the general objective of this thesis, this chapter presents the
design methodology for a FPSE with the support of a user interface. This includes
a procedure to be used as a guide, designed to help the engineer, for completing
a functional design of a FPSE. This methodology is different from a simple per-
formance evaluation, given the fact that the initial design is not available, but it
is entirely developed from the initial design steps. This implies the assumption
of boundary conditions, or inputs, in order to obtain a FPSE which accomplishes
those input conditions.

Nusselt numberFriction coeficient

Pressure lossOutput power

Stability

First Order Analysis

Thermodynamic

parameters:

-Gas type

-Charge pressure

Dynamic parameters:

-Masses

-Viscous coeficients

-Spring stiffness

Heat exchangers:

-Matrix type

-Physical

characteristics

Heater

Cooler

Regenerator

Define

Analyze

Calculate

Results

Figure 4.1: Methodology diagram
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A Graphical User Interphase (GUI) was developed in this thesis in order to
accomplish the design procedure in a faster way, because of the amount of design
parameters involved. A deeper explanation regarding the GUI is given in detail in
next sections. Several steps are needed to successfully design a FPSE. Roughly,
four tasks are executed: Define, Analyze, Calculate and show the results. See
Figure 4.1

New analysis Load analysis

First Order + Stability
(Desired Output)

Operational

parameters Heat exchangers Mechanical Parts
Desired Output

power

Genetic algorithm

Type of gas

Temperatures
Charge pressure
Clearance volume

Matrix type

Design parameters
Canister type

Masses

Springs
Dampers
Areas

Technical data Multiple engines

Poles location

Volume
variation

PV Diagram
Motion of
the pistons

Edit a specific engine
First Order
(Schmidt)

Technical data

Limits

Nusselt number Friction factorPower Output

Power fulfilled

Yes

No

Figure 4.2: GUI Structure diagram

The design procedure consists in using primary the ”Schmidt+stability anal-
ysis” and then the ”first order analysis” (Fig. 4.2). The former allows obtaining
the appropriate engine configuration to fulfill the desired power and the stability
criterion. The later allows refining the values of the corresponding design param-
eters.
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The designer can decide the number of different engines that meet the re-
quired input power. The criteria for selecting one engine can be summarized as
follows: An important criterion is the engine efficiency. The designer can choose
the machine with higher efficiency, but several considerations must be taken into
account. The developed code can offer operational conditions that deserve at-
tention like, for instance, gas temperatures difficult to implement, say 2000 K in
the hot space. This is because the code does not limit the temperature value,
due to the computational cost that this implies. This means that in order to save
calculation time, a limit value for the gas temperature is not set. Then, it is easier
that the designer himself can make this differentiation. An acceptable range for
a given engine can be from 300K to 700K.

Another criterion is the ratio of the displacer and piston masses. Because the
FPSE is a purely dynamical engine, this parameter is also important. The mass
of the displacer should be less than that of the piston, as discussed in Section 1.2.

4.1 Solution based on nature

Evolution has played the primary roll in nature, the mixing and mutation of genes
create new combinations in the DNA, despite the similar characteristics, a new
offspring can be better than its predecessor. This though is the foundation for
the Genetic Algorithm.

The algorithm tries to mimic the logic of nature; the more fitted chromosomes
are allowed to “reproduce” their genes to form a next and probably a better gen-
eration and the less capable “died” then the new generation repeat the cycle, so
the enhancement of the species continues, on this case till the convergence of a
solution [70].

The implementation of the algorithm simplifies the natural evolution in five
steps; those are going to be more in-depth described in the next section, for know
they mention below:

1. Initial Population

2. Fitness function

3. Selection

4. Crossover

5. Mutation

Initial population

To begin with the algorithm it’s necessary to create the first generation of
individuals, each of them are a particular solution for the problem tended to
solve (not necessary a good solution). These individuals are described by a set of
parameters named genes which are equivalent to variables; a collection of genes
creates a chromosome that is a solution.
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Fitness function

A fitness function determines how capable an individual compares to the rest
of the population; each is graded, and this will determine the availability to re-
produce itself. The fitness function score is proportional to the difference between
the desired power and the computed power.

e = (1− Pc/Pd)× 100

where e is the score, Pc is the power computed and Pd is the power desired, if Pc
is greater than Pd then.

e = (1− Pd/Pc)× 100

Selection

As natural selection determines how a population could grow and the fittest
individual can pass their genes to the next generation, something similar occurs
with the population in the algorithm, based on their fitness function score they
are either killed or allow to reproduce.

Crossover

Crossover is used to mix some genes from their parents to a couple of newborn
individuals with new genes and probably with better capabilities, in the algorithm
how genes mix can be defined either arbitrary or in a deterministic manner.

Mutation

Stagnation in the community can be prevented using a method called mu-
tation, although it is used randomly also is found to be helpful. It consists of
modifying specific genes with a different value thus it enhance a significant diver-
sity in the population.

4.2 Free piston Stirling engine design tool (FPSE-DT)

As the number of calculations is proportional to the number of design parame-
ters, thus it results unpractical to use a simple machine code without a GUI. Even
when the code is well-structured the job would result tedious.

As above commented, there are two options for a new analysis, named ”First
order+Stability” and ”First order”. Figure 4.3 shows the main menu of the “Free
piston Stirling engine design tool”. At this stage the user can select either start
a new analysis or load a complete study to edit.
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Figure 4.3: Main menu
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If the user selects a “new analysis”, then a type of analysis must be chosen
(Figure 4.4a). If the user selected ”First Order plus stability (Desired power)”
(Figure 4.4) the software will try to find the correct settings to fulfill the power
requirement.

(a) New analysis menu (b) First order analysis with desire output as
main input

Figure 4.4: Analysis type selection

Figure 4.5a presents the menu for three options: Operational Parameters,
Heat exchangers and Mechanical Parts, with the corresponding submenu (Figure
4.5b). Moreover, at this stage the designer can establish the desire power output.

(a) Main “First Order plus stability (Desire
power)” menu for the input limits

(b) Subfamilies of the three main type of pa-
rameters

Figure 4.5: Main input menu
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Once an option is selected, the panel of input parameters is going visible
so that the designer can fill in the requested limits, saving the data later. If
the red cross changes to a green check, then it was successfully stored (Figure
4.6a and 4.6b). For the specific case of the option “Temperature” the regenerator
temperature is not an input parameter, instead it is calculated from the heater and
cooler temperatures. Then, after the data is saved, the regenerators temperature
is displayed.

(a) Temperature input limit fields (b) Temperature parameters saved

Figure 4.6: Temperature limits input menu
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Figure 4.7a shows the option “Pressure” which only includes the initial charge
pressure, an important parameter to calculate the mass of the working gas, as
well as other parameters for the analysis.

(a) Pressure menu (b) Pressure data saved

Figure 4.7: Pressure limits input menu

Similarly, the option “Gas and Volumes” deploys the working gas and the
clearance volumes within the cylinder (Figure 4.8a). The gas drop menu includes
Helium, Hydrogen and Air. The gas selected will establish the gas properties, e.g.
dynamic viscosity, gas constant, Prantl number and density. A green check mark
will appear to the left of the main menu once all submenu are filled, as illustrated
in Figure 4.8b.

(a) Gas and Volume subfamily (b) Gas and Volume data checked and Oper-
ational Parameters successfully saved

Figure 4.8: Gas and volumes limits input menu
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The heat exchanger design is one of the most important parameters for Stirling
engines and one of the most complicated subsystems for the designer. Figure 4.9a
shows the Heat Exchanger option, which include: Heater, Regenerator and Cooler.
Each of them has a unique set of design settings, from the “Canister” shape to
the “Matrix” configuration. The primary result of this section is the calculation
of the Nusselt number and the friction coefficient. These two factors are critical
for determining mechanical losses. Moreover, the volume for each heat exchanger
is calculated based on canister morphology (Figure 4.9b) and the matrix type
(Figure 4.9c).

(a) Heat exchangers main menu (b) Canister input variables

(c) Matrix parameters

Figure 4.9: Heat exchanger, canister and matrix input menus
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Each subfamily has a “Save” button to confirm the filled in data. After saving
the “Heater” settings the green check substitute the red cross, thus the data has
been successfully loaded. The calculation of the Nusselt number and the friction
coefficient is displayed after the “Save” button is clicked, see Figure 4.10a, only
then the user can continue the process. This process is executed at least two more
times, one for each heat exchanger, see Figures 4.10b and 4.10c.

(a) Regenerator’s design menu (b) Cooler’s design menu

(c) Heat exchanger data loaded to the system

Figure 4.10: Heat exchangers input menu
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The last parameters needed to carry out the calculations are the mechanical
settings, e.g., the mass of the piston and the displacer, the spring stiffness, the
areas of the pistons, among others. The major part of these parameters is directly
connected to the oscillation of the system (frequency) and the phase angle between
both pistons. The designer must take care of specific human considerations (the
difference in the radius of the displacer and the rod diameter limits and, the ratio
of mass among the piston and displacer, which needs to be positive) in order to
obtain a working engine, see Figures 4.11a.

(a) Displacer input data (b) All data filled in

Figure 4.11: Mechanical Parts input menu
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Once completed, the user can proceed to click the “Calculate” button, as
shown in Figure 4.11b, then the algorithm starts trying to find a set of parame-
ters that fulfill the desired power output, as in Figure 4.12a. This process may
take some seconds depending on the input limits.

(a) Genetic Algorithm executed (b) The blue bar will continuously show the
progress of the search

Figure 4.12: Initialization and execution of the search algorithm
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After the search is completed, the GUI will generate a file with the technical
data of the engine. The name of this file will depend on the power achieved by
the software and it is always round out to the closest greater integer, for this ex-
ample the name of the file is “Data 504w FPSE.dat”, as Figure 4.13 shows. Fig.
4.14 shows a number of engines, representing diferent options which acomplish
the desired power
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Figure 4.13: File generated by the software with the technical data
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Figure 4.14: Multiple solutions

At this stage of the design, the user can finish the analysis, but if a modification
is desired to refine the design values, then the GUI provides a solution for this
(on the menu bar on top of the tree menu, see Figure 4.15). The option “Open
in FPSE First order” must be selected. This will execute a similar interface, like
the one in “First Order (Schmidt)” but with the data from the previews analysis
(Figure 4.16a). However, the user has to save the data each time it is modified so
the green check marks will appear again, as Figures 4.16b and 4.16c display.
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Figure 4.15: Transfer the data found to a editable environment
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(a) Data loaded but not saved (b) Operational Parameters successfully
loaded

(c) Heat exchangers completed

Figure 4.16: Data loaded in the First order panel
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Likewise, the “Mechanical Parts” tree item will load the data from the pre-
views analysis (Figures 4.17a and 4.17b). Until then, the GUI allows proceeding
with the calculation, and the power output, the frequency and the phase angle
will be displayed in the left part of the panel, see Figure 4.18.

(a) Displacer parameters saved (b) Piston and displacer data saved

Figure 4.17: Mechanical Parts updated data

Figure 4.18: Power calculated from the search environment
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After the power calculation, the user can click the “Continue” button a new
window will open, and with it a group of buttons. Each button will display some
results graphically. Three families group the results, “Pistons and Volumes”,
“Stability” and “Heat exchangers.” See Figure 4.19.

Figure 4.19: Results selection window
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For a specific engine, the results are shown in Figure 4.20a for the “Motion of
pistons”, Figure 4.20b for the “PV Diagram”, and Figure 4.20c for the “Volume
variation”.

(a) Motion of pistons (b) PV Diagram

(c) Volume variation

Figure 4.20: Results for the group “Pistons and volumes”
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Similarly, the results related to the stability are shown in Figure 4.21.

(a) Localization of piston’s poles (b) Localization of displacer’s poles

Figure 4.21: Localization of the system

4.3 Considerations while using the FPSE-DT

This section’s primary purpose is to expose some situations while using the FPSE-
DT. Although for the whole development of the thesis, the software found each
time a solution to the engines that were intended to be designed, maybe the code
could not find a configuration for the desired output power. Different factors could
lead to this situation; the most common is that the range of values for the input
limits is too narrow, so there is no solution or could take an indefinite amount
of time to find it. Some analysis last over 10 minutes, but the progress bar was
almost full, so probably the time spent was worthed. It is always recommended
to put attention in the progress bar, and its behavior to either continue or abort
the analysis. Additionally, the program has the feature to stop the study if the
number of iterations for a simple engine surpasses 9000.

The next part will illustrate the design methodology using the application.
The first step is to create a new analysis and name it, see Figure 4.22. Then, it is
recommended to begin with the “First Order plus Stability (Desired power)” so
it is selected, see Figure 4.23.

Figures 4.24 to 4.26 are the input of the “Operational parameters” this part
will remain the same as the initial parameters. However, if the designer wants to
narrow the limits or change them, this is the stage to do it.

For the heat exchanger part, the tubular arrangement is selected for the heater
(Figure 4.27), for the regenerator, the woven matrix type is preferred (Figure
4.28), and the fin composition is selected for the cooler (Figure 4.29); the selec-
tions were made base on studies [2].

For the “Mechanical parts”, it is important to take in consideration that the
displacer must be lighter than the power piston. Therefore, the user has to con-
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Figure 4.22: GUI’s Main menu

sider this when inputting the limits of the masses; a good practice is to reduce
the number of common number among the design parameters, in this case, the
mass of the displacer has to be between 0.5 and 2 kg and the piston’s mass among
1 and 3 kg. Similar to other parameters like the areas, the piston’s area must
be bigger than the rod’s area. Because the areas are directly related to the force
applied, it is more crucial for the design. Despite this, the limits between the
piston’s and rod’s area have no values in common (unless the 100), see Figures
4.30 and 4.31. After the values are saved the calculation will start, see Figure 4.32.
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Figure 4.23: Selection of the study

Figure 4.24: Temperature limits
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Figure 4.25: Pressure limits

Figure 4.26: Gas type
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Figure 4.27: Heater parameters

Figure 4.28: Regenerator parameters
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Figure 4.29: Cooler parameters

Figure 4.30: Displacer parameters
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Figure 4.31: Piston parameters

Figure 4.32: Searching of the engines
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Then a set of engines are displayed; in this menu, the designer can select a
specific set of parameters and edit them if its performance satisfies the require-
ments the design is finished. However, for the sake demonstration, the first option
is shown. Figure 4.34 shows how power output and efficiency change when the
temperature limits are modified. Similarly, when the values of masses, spring stiff-
ness, and areas are rounded the output changes (Figures 4.35 and 4.36). Finally
the results of the modified engine are generated, see Figure 4.37.

Figure 4.33: Multiple solutions

As shown in Fig. 4.33, the designer can decide the number of different engines
that meet the required input power. The criteria for selecting one engine can be
summarized as follows: The first criterion is the engine efficiency. The designer
can choose the machine with higher efficiency, but several considerations must
be taken into account. The developed code can offer operational conditions that
deserve attention like, for instance, gas temperatures difficult to implement, say
2000 K in the hot space. This is because the code does not limit the temperature
value, due to the computational cost that this implies. This means that in order
to save calculation time, a limit value for the gas temperature is not set. Then,
it is easier that the designer himself can make this differentiation. An acceptable
range for a given engine can be from 300 k to 700K. Another criterion is the
ratio of the displacer and piston masses. Because the FPSE is a purely dynamical
engine, this parameter is also important. The mass of the displacer should be less
than that of the piston, as discussed in Section 1.2.
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Figure 4.34: Temperature modifications
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Figure 4.35: Displacer modifications
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Figure 4.36: Piston modifications
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(a) Motion of the pistons

(b) PV Diagram (c) Volume variation

(d) Mapping of the displacer poles in the
complex plane

(e) Mapping of the piston poles in the com-
plex plane

Figure 4.37: Results
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“What if” questions may surge regarding the operation of the engine when it
is already build and operating. This is not part of the objective nor the scope of
this work. Nevertheless, a discussion regarding several engine operation variables
is offered in the following.

Amplitudes
In a design process, certain border conditions are established as the starting point,
which represent an objective. This objective in the case of FPSE can be, for
instance, the engine power. Once the objective is determined, the rest of the
operational parameters are obtained based on such objective and having a set of
input parameters, summarized by [27].

Figure 4.38: Power as a function of amplitude

Considering the above paragraph, the values for the amplitude in the designed
engine is a result, obtained and limited by the physical constrains of input pa-
rameters. As explained by [34], the amplitude ratio (piston-displacer) is defined
if one of the amplitudes in known (from geometry, for example). Therefore, am-
plitude values are demarcated according to the resulting target parameters, but
also according to stability criterion: in order to guaranty the stability (the en-
gine oscillates continuously), it must operate at that obtained amplitude. Lower
values are not contemplated because the complete design indeed obtains all geo-
metric and operating values that ensure one oscillation value so that the motor
is functional. It is important to mention that certain combination of parameters
would make the piston and displacer collide, and therefore the engine will not
work. Therefore, the proposed methodology is able to find the combinations of
parameters to assure the engine oscillations and avoid collision.

The variation of amplitudes is studied in recent researches, from a point of
view of control strategy. The motion of power and displacer pistons are set as
objective function in the work reported recently by [71], considering a control
technique. They used a nonlinear dynamic model and define the error equation
between motion, velocity, and acceleration of the pistons. Another researcher [72]
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in which several similar studies are well resumed, consists of a current feedback
decoupling control with respect to the output voltage adjusting time and fluc-
tuation amplitude under the variations of piston displacement and output load.
Incorporation of these techniques, or a new one, is addressed in future works as
perturbation analysis.

The amplitude in the calculation process can also be considered an input pa-
rameter, if a sensibility analysis is desired. The GUI allows the variation of this
parameter for this kind of purpuses. Figure 4.38 shows the variation of power as
a function of amplitude. Every point represents a different run (different designs)
to observe the effect of oscillations over the power. It is clear that for a certain
power, there is a corresponding value in which the engine has to oscillate. This
means that in order to vary the amplitude, the power must be modified accord-
ingly. For instance, if the amplitude is increased from 150 mm to 300 mm, the
power increases from 130 to 500 w.

Temperatures

Countless reported works on FPSE uses the Schmidt’s theory, with the cor-
responding assumptions (explained in section 2.2), being one of them that the
workspace of the engine contains of isothermal regions, adding the assumption of
source/sink temperatures as input design parameters [27]. The gas temperature
variation in expansion and compression spaces, Te and Tc, is considered by [7] in
which the effect of this variation over the FPSE performance is studied. As a sum-
mary, such effects are: For a given range of regenerator efficiency, the gradients
in the expansion space were greater that in the compression one. When the gas
temperature in the expansion Te space is increased, the strokes of pistons, phase
angle, and frequency show an increasing trend. The increase of gas temperature
within the compression space Tc reduces all these parameters. The correspond-
ing influence over the power and engine efficiency is given: both parameters are
higher when Te increases and Tc decreases, also reported in [73, 74].
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Conclusions

In the present work, an innovative design tool for Free Piston Stirling Engines is
developed. Initially, a preliminary analysis is carried out based on a First order
Smith with stability analysis to assure the operating conditions for which the
FPSE is functional. Summary of the main conclusions is presented below:

• The first order calculation in conjunction with the stability analysis, based
on the dynamics of the engine, is described and implemented in the design.
A criterion is deduced based on the localization of the complex poles, whose
physical meaning is related to the natural frequency of the whole system.
At this stage, the engineer can select the operation parameters in order to
fulfill the power and efficiency desired. This is not an easy task because
of the sensibility of the model when an engine setting are changed. The
implementation of a based on genetic reproduction algorithm resulted in a
powerful tool to find parameters that successfully satisfy the output power
desired. The results presented are obtained through a novel and automatic
way.

• A crucial part of the Stirling engines, heat exchangers, is included in the
design. For the heater, regenerator and cooler, an approach for calculation
of the friction factor and the Nusselt number is obtained, using well-known
experimental correlations. Therefore, a pressure loss and heat transfer coef-
ficients can be estimated and a more realistic output power estimation. The
variety of matrix types included, and their design parameters, add more
calculation and this suggest a more practical tool to automate the design
process.

• A Graphical User Interface (GUI) is developed, considering the above find-
ings, which comprises from the calculation of the natural oscillation fre-
quency of the engine, based on the dynamic analysis, stability analysis and
its representation in the complex plane. In addition to this, it offers the heat
exchanger’s friction factor and Nusselt number correlations. The interface
results in a faster solution to design a sophisticated engine like a Free-piston
Stirling engine, given the significant amount of variables and the number of
iterations needed to accomplish the desired parameters. Furthermore, the
interface creates technical data that encompass all the design and opera-
tional parameters in one document. The purpose of this sheet is to guide
designers, not only to calculate theoretical engines, but also to prototype
them.

• For a given output power, the designer can select an appropriate engine
according to an efficiency criterion, but considering the practical implemen-
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tation of the temperatures and the ratio of the displacer and piston masses,
as explained in section 2.3.

Future work

As already commented several times in this work, the design of FPSE is a very
challenging and a complex task, with many areas of research still to work. Every
study has a scope and therefore, several topics can be developed with this work
as the basis. To continue this study and guide other researchers, the future work
should be oriented to:

• Perturbation analysis that include engine start and stop, external operating
conditions (temperature variations in the heat exchangers, for example) and
oscillation control.

• Design Optimization, which is though as an additional stage of the design
procedure, not a substituting technique. This is a future master thesis.

• Building and testing of a prototype for different operational parameters and
comparison with theoretical data.
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