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“We shall not cease from exploration, and the end of all our exploring will be to arrive

where we started, and know the place for the first time.”

T. S. Eliot





Introduction

Small isolated grids have existed for a few decades in remote communities where the

interconnection with the main electric power system is not possible [1]; however, the

concept of microgrids (MGs) was originated due to the integration of distributed energy

resources (DER) and controlled loads [2]. The microgrid concept is associated with a

group of loads and DER, including renewable energy sources (RES) and energy storage

systems (ESS), operating as a controllable subsystem that can work connected to the

main power system or independently [1–3]. Since MG offer special operating character-

istics, such as, improved reliability, reduced transmission power losses, regulation and

local voltage support, improved power management performance, support of transmis-

sion and distribution network events, among others [3], they have been introduced as a

groundbreaking technology to modernize the electric power systems [3–6].

Due to the complex operation, harmonics, and interactions between the DERs, the

MG special operating features demand detailed and efficient mathematical models in

order to perform power systems studies, such as, electromagnetic transients, harmonic

power flow, harmonic estimation, faults analysis, stability subject to large disturbances

within the microgrid or in the utility side, small signal stability, dispatch of distributed

generation systems, power quality, etc. Some of these studies are carried out simpler

and more efficient in the frequency domain and others in the time domain, additionally,

some of these studies are in steady state and others in transient state. However, for

any of these scenarios is required the development of appropriate mathematical models

of the microgrid components as well as efficient computational algorithms for execution

and analysis.

On the other hand, it has been found that in microgrids the variables of control and the

grid are coupled, such that, there are effects of the harmonic distortion on the perfor-

mance of the control systems and the stability of the periodic solution, and vice versa,

that must be taken into account. Therefore, there is a close relationship between control

systems, harmonics, asymptotic stability, transient and steady-state performance that

must be considered in microgrid design and studies in order to not overlook phenomena
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Introduction 2

or undesirable behaviors when using inappropriate models or techniques [1]. Thus, it

is important to evaluate the pertinence and limitation of different mathematical models

and techniques employed for analysis and design of microgrids [7, 8].

Regarding the aforementioned, this thesis addresses numerical methods in the time and

frequency domain for the fast steady-state computation of AC microgrids, including hie-

rarchical control schemes and the explicit commutation process of the power converters.

Justification

The operating conditions in microgrids often have high harmonic penetration, unbalan-

ces, nonlinear elements, dependent frequency parameters, switching phenomena, among

others. Therefore, it is necessary to assess if the modeling and analysis approaches of

electrical networks based on phasor models and average models are valid in microgrids.

Furthermore, it is important to assess if the considerations that allow sequential and de-

coupled studies remain valid when power electronic based power systems are analyzed.

Thesis objectives

General objective

Develop models and numerical methods to be implemented in a computer considering

advanced tools of processing. This will serve to study AC microgrids with a high level

of detail and low computation times.

Specific objectives

• Development and implementation of numerical methods for the accelerated com-

putation of the periodic steady-state solutions that allow the use of advanced tools

such as cloud computing and parallel processing.

• Development and implementation of the power flow method taking into account

hierarchical control schemes.

• Development and implementation of a hierarchical control scheme using the pre-

vious numerical methods.

• Development and implementation of a predictor-corrector numerical method for

the accelerated computation of the periodic steady-state solutions of controlled

nonsinusoidal AC microgrids.
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Methodology

In order to arrange sequentially the steps of the development of this research, the

methodology will be chronologically ordered in the following activities:

1. Review of state of the art.

2. Formulation and implementation with parallel programming techniques and cloud

computing of three Newton methods in the time domain to compute the periodic

steady-state solutions.

3. Formulation and solution of the hierarchical controlled power flow.

4. Development and implementation of a hierarchical control scheme for islanded AC

microgrids.

5. Formulation and implementation of a predictor-corrector method for the accelera-

ted computation of the periodic steady-state solutions of controlled nonsinusoidal

AC microgrids.

Thesis outline

The thesis is organized as follows:

Chapter 1: Fundamentals of AC microgrids

In this chapter, the basic AC microgrid control schemes are presented in detail including

the block diagrams of each control. Additionally, case studies showing the controls

behavior are addressed. On the other hand, stability and resonance issues that can be

found in microgrids are discussed and analyzed.

Chapter 2: Periodic steady-state computation of AC microgrids in time

and frequency domains

In this chapter, methods in the time and frequency domain for the computation of

the steady-state solution of controlled AC microgrids are presented. The methods are

described in detail and case studies for their evaluation are analyzed, furthermore, the

advantages and drawbacks of the different approaches are presented.
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Chapter 3: Hierarchical control of islanded AC microgrids

In this chapter, the extended power flow method presented in Chapter 2 is used for the

development of a hierarchical control scheme for islanded AC microgrids.

Chapter 4: Power-flow-based initialization of fast time-domain methods

for the steady-state computation of nonsinusoidal AC microgrids

In this chapter, the time and frequency domain methods described in Chapter 2 are

used to develop a predictor-corrector scheme for the fast computation of the steady-

state solution of controlled AC microgrids.



Chapter 1

Fundamentals of AC microgrids

For more than one century, centralized electric power generation has been used to feed

the industrial and domestic electric demand across the world; however, in the last

decades, the research and development of renewable energy technologies have been in-

creasing and getting stronger, such that, the use of distributed generation (DG) units

with power electronic interfaces (DC/AC or AC/DC/AC) is becoming more common in

electric power systems such as AC and DC microgrids (MGs) [2, 9]. This has brought

the need for the development of sophisticated control strategies and analysis techniques,

with the purpose of maintaining a proper and reliable operation of the MG [1, 10, 11].

Since the MG concept was developed, a big research effort has been focus to maximize the

reliability and potential benefits that the MGs can offer. Some of the issues that can be

found on MGs arise from assumptions commonly applied to conventional power systems

which are invalid for MGs, such as, perfectly balanced systems, no harmonic distortion,

etc. [1, 3], furthermore, it has been found that the variables of MG controls and the grid

are coupled and there are interactions between them, such that, the harmonic distortion

affects the performance of the control systems and the stability of the periodic solution

must be taken into account [1]. In this way, in the past years, new control schemes have

been proposed to cope with different issues that can be found in MGs, such as, voltage

droops, frequency deviations, power quality, power sharing, among others; nonetheless,

most of the control improvements have been based on basic primary and secondary

control schemes for both, grid-connected and islanded modes.

Regarding the aforementioned, this chapter presents the basic primary and secondary

AC microgrid controls used as base for sophisticated control schemes. Additionally,

two case studies are presented to show the necessity for the development of hierarchical

control schemes, analysis methods, and detailed component models in order to avoid

phenomena or undesirable behaviors of the system.

5
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1.1 AC microgrid controls

1.1.1 Primary controls for AC microgrids

Primary controls are the first level in the control hierarchy, featuring the fastest response.

They are used to share power with the main grid or to feed a local load in a controlled

manner by means of local measurements; this can be done via controlling the current

injected by the DG unit or controlling the voltage of the inverter output. Resulting in

current and voltage controlled strategies [1, 3, 11].

The current-controlled strategies are used to inject active and reactive power, lacking

the capacity to regulate the system frequency or voltage, so they need to work connected

to the grid or together with another DG which regulates the frequency and voltage of

the MG. In this way, the regulation of the system frequency and voltage can be achieved

using voltage-controlled inverters [1]. In any case, the DG units need to be synchronized

with the system, if it is connected to the main grid, such that they can work properly.

For each different control scheme, the needed information can be the phase angle, the

frequency, and the voltage amplitude.

1.1.1.1 Synchronization of power converters

The synchronization task is often defined as the procedure of matching a source with

an existing power system so that they are able to work in parallel. During this pro-

cess, the phase angle, voltage, and frequency of the DG unit are synchronized with the

power system [12]. On the other hand, the information provided by the synchronization

unit, in addition to the initial synchronization task, are also very useful for different

monitoring/control purposes, such as the reference current generation for the converter,

adapting controllers to the grid frequency variations, islanding detection, among others

[13, 14].

Phase-locked loop. A phase-locked loop (PLL) is a closed-loop nonlinear feedback

control system that synchronizes its output in frequency and phase with its input. Three

basic parts can be found in almost all PLLs [13]:

• Phase detector (PD): this unit provides a signal which contains the phase error

information, i.e., the difference between the real and estimated phase angle. De-

pending on the PD, some AC ripples may also exist in its output.
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• Loop filter (LF): the LF is mainly responsible to filter the AC components of the

PD output. The PLL tracking characteristics are also mainly dictated by the LF.

• Voltage-controlled oscillator (VCO): the VCO generates a sinusoidal signal in its

output whose angle is equal to the integral of the LF output.

Within three-phase systems, the synchronous reference frame PLL (SRF-PLL) is a stan-

dard, being the basic block of almost all advanced PLLs (see Fig. 1.1) [14].

abc

�-�

va

vb

vc

�-�

dq

kv / (s+kv)
vd

(kps+ki) /s
vq

�n

1/s

V̂

�

cos

�̂ ^

sin

Figure 1.1: SRF-PLL block diagram.

1.1.1.2 Grid-forming droop-based control

The grid-forming power converters are controlled working as AC voltage sources having

as references the voltage amplitude and frequency [10]. Under islanded operation, the

voltage magnitude and frequency of the system have to be regulated, therefore, at least

one DG unit assumes this task [10, 15]. In this scheme, the power injection of each

DG unit of the islanded system is defined by the frequency/active power (P -ω) and

voltage/reactive power (Q-V ) droop characteristics [16],

ω = ω∗ −Kp
nPn (1.1)

Vn = V ∗n −Kq
nQn (1.2)

where, ω∗ is the nominal angular frequency, V ∗n is the voltage amplitude, and Kp
n and Kq

n

are the droop coefficients [16]. As shown in Fig. 1.2, the droop characteristics define the

angular frequency of the MG, and the voltage of each DG unit; thus, the percentaje of

active and reactive power injected by each DG. Therefore, their selection depends on the

quantity of active and reactive power injected due to frequency and voltage deviations,

respectively.

The control scheme is composed of an inner current control loop and an outer voltage

control loop which define the control signals for operating the conversion stage as an ideal



Fundamentals of AC microgrids 8

ω
*

P1
min

ω
max

ω
min

Pn
min P1

max Pn
max

K1

p Kn

p

V *

Q1
min

V
max

V
min

Q2
min Q1

max

K1
q

K2

q
Vn

Kn

q

Qn
maxQn

min

Figure 1.2: Conventional droop characteristics.

AC voltage source with a given voltage amplitude and frequency [10]. Fig. 1.3 shows the

scheme of the primary controllers working on the dq reference frame. The voltage and

frequency references for the voltage sources are derived from the droop control loops.

To show the behavior of this primary control scheme, an example is presented below.
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Figure 1.3: Basic grid-forming control structure.

The test case (see Fig. 1.4) includes two controlled DG units connected through LCL

filters to a point of common coupling (PCC), additionally, a resistive load is connected

to the PCC as well.
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Figure 1.4: Single line diagram of the three-phase test system.
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and load connection.
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The system is energized and the load is connected at t = 0.5 seconds. In Fig. 1.5 the

PCC voltage and the injected active power of each DG unit is shown. Observe that,

due to the droop coefficients, the DG 2 injects the half of the power injected by DG 1.

On the other hand, the controlled DG units could achieve a stable steady-state starting

from zero and maintain stable after the load connection.

1.1.1.3 Grid-feeding control

Grid-feeding power converters are controlled as current sources; these power converters

can be operated in parallel with other power converters. The references for this control

are the active and reactive power, therefore, they are not able to operate in island

mode if the voltage and frequency of the system are not adjusted, for example with a

grid-forming power converter, or a local synchronous generator.
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Figure 1.6: Basic grid-feeding control structure.

Figure 1.6 shows a basic grid-feeding structure, it includes a PLL to synchronize with

the system and a current control loop. The active and reactive power references of the

control are often set by a high level controller, such as an optimal power sharing. Note

that in this controller, the dq current references Idref and Iqref , are computed using the

information of the power references and the dq voltage in the connection point as shown

below,

Idref =
P ∗vd +Q∗vq

(3/2)(v2
d + v2

q )
(1.3)
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Iqref =
P ∗vq −Q∗vd

(3/2)(v2
d + v2

q )
(1.4)

where P ∗ and Q∗ are the active and reactive power references, respectively, and vd and

vq are the dq voltage measured in the filter capacitor.

A test case is presented below to show the grid-feeding control behavior. In Fig. 1.7 the

single line diagram of the three-phase system is shown, it includes two DG units which

are connected to the PCC. In this case, the system is connected to the main grid and

after 6 cycles the DG units start working with active power references of 500 W and 300

W, for DG1 and DG2, respectively.
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C=27 F

400 V
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-6

10x

Figure 1.7: Single line diagram of the three-phase test system.

It can be seen in Fig. 1.8 the results in terms of the active power injected by each DG

unit. Note that after the connection of the DG units, the power sharing achieves the

steady-state in 0.18 seconds, following the active power references.

1.1.1.4 Proportional-resonant control

The proportional-resonant (PR) controller is a control that can be used for both, grid

connected or islanded mode. This control scheme includes a proportional and a resonant

term [17, 18],
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Figure 1.8: Injected active power by the DG units.

CPR(s) = Kp +Ki
s

s2 + ω2
(1.5)

where ω is the resonant frequency, Kp the proportional gain and Ki the resonant gain.

This control has a high gain around the resonant frequency such that the steady-state

error when tracking or rejecting a sinusoidal signal is zero. Furthermore, in order to

improve the performance, a harmonic compensator can be included and is given by [18],

CPRH(s) =
∑

h=1,2,3,...

Kih
s

s2 + (ωh)2
(1.6)

where h is the harmonic order and Kih the harmonic resonant gain. It is worth noting

that, the disadvantage of this scheme is that if the frequency of the system varies, the

performance of the controller is degraded. In this way, if the system frequency varies

significantly, adaptive mechanisms should be used. A PR controller is usually adopted

in the stationary reference (αβ) frame for inverter control, therefore, only two voltages

need to be controlled with two separate PR controllers. The block diagram of a voltage-

controlled converter with the PR controller is shown in Fig. 1.9,
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Figure 1.9: Basic proportional-resonant control structure.

If the controller is used as a current-controller, a PLL is needed to synchronize with the

system. In the case of a voltage-controller the voltage reference could be made using a

droop control as shown in Section 1.1.1.2. Finally, the outputs of the PR controllers are

converted into PWM signals to drive the switches [18].

To shown the performance of the PR control, a case study is evaluated. The case study

has the same electrical structure as Fig. 1.9, it includes a controlled DG unit, a LCL

filter and a load connected to the PCC. The system parameters are shown in Table 1.1.

Table 1.1: Parameters of the case study microgrid and control

Parameter Symbol Value

Current loop proportional gain kpc 10

Current loop integral gain kic 200

Voltage loop proportional gain kpv 1×10−2

Voltage loop integral gain kiv 50

Fifth harmonic gain ki5 50

Seventh harmonic gain ki7 50

Eleventh harmonic gain ki11 250

The system is energized and the steady-state PCC voltage signals including a resistive

load, a nonlinear load (diode bridge) and a nonlinear load but using harmonic rejection

are shown in Figures 1.10(a), 1.10(b), and 1.10(c), respectively.

Note that, including only the resistive load, the voltage signals in the PCC do not have

any harmonic distortion; however, when the nonlinear load is connected the signal get

distorted with a THD of 3.51%. On the other side, including the harmonic rejection

control for the 5th, 7th and 11th harmonics, it can be seen in Fig. 1.10(c) that the

harmonic content is reduced with a THD of 1.50%.
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Figure 1.10: Basic proportional-resonant control performance.

1.1.2 AC microgrid secondary control

The secondary control level is responsible to compensate the MG frequency and voltage

deviations [11], as shown in Fig. 1.11.
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This control measures the system frequency and bus voltage and compare them against

the references ω∗ and |V ∗∗m |, respectively. Keep in mind that, |V ∗n | is the voltage reference

for the primary control, while |V ∗∗m | is the voltage reference for the secondary control.

The error in each case of the secondary control is processed through a proportional-

integral (PI) controller to obtain the output signals urestω and urestv , as follows,

urestω = kpw(ω∗ − ωm) + kiw
∫

(ω∗ − ωm)dt (1.7)

urestv = kpv(|V ∗∗m | − |Vm|) + kiv
∫

(|V ∗∗m | − |Vm|)dt (1.8)

where ωm and |Vm| are the angular frequency and the voltage magnitude measured in

the m-th bus, respectively. In this bus, the secondary control restores the frequency

and voltage magnitude. It is important to mention that the secondary frequency control

works using the SRF-PLL measurements, and these influence the DG units output phase.

The output signals urestω and urestv are sent to each DG unit to restore the frequency and

voltage deviations after every change in the microgrid, therefore, the equations (1.1) and

(1.2) are modified as follows,

ωn = ω∗ −Kp
nPn + urestω (1.9)

|Vn| = |V ∗n | −Kq
nQn + urestv (1.10)

It is worth mentioning that, in a microgrid with a point of common coupling (PCC),

both frequency and voltage restoration controllers are controlling the same bus; however,

in the case of a multi-bus microgrid, the voltage restoration control can be distributed

in the different buses of the DG units [19].

1.2 Stability and resonance analysis of AC power electronics-

based systems

In conventional power systems, stability analysis are well established with standard

models of synchronous machines, governors and excitation systems of different orders
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that are known to capture the necessary information for particular classes of problems

[20]; however, the assumption of balanced and perfectly sinusoidal three-phase voltage

and current waveforms are conditions increasingly difficult to sustain as valid in stressed

and harmonic distorted scenarios, since harmonic generation, unbalance, interaction of

control and harmonic components, resonances, etc, are phenomena commonly found in

systems with high penetration of distributed generation units such as microgrids [21, 22].

Consequently, the stability analysis in electronics-based systems still have not reached

the maturity, because their structure and control are relatively new. Furthermore, the

fully interaction between power electronic-based DG units, the control and the system

is still under research [23]. Therefore, this could result in practice, in erroneous or

unfavorable operating scenarios overlooked in the design and evaluation stages [1, 20, 23].

In this way, stability and resonance issues that can be found in microgrids are analyzed

using two case studies, which are presented below.

1.2.1 Case studies analysis

In this section two case studies are addressed, a controlled MG operating in islanded

mode, and an open-loop system with three different transmission line models. The

analyses are carried out with a detailed model (DM) that considers explicitly the com-

mutation process of the power electronic devices, and a simplified model (SM) that

considers only the fundamental frequency of the system. For the first case, the control

is fully considered and includes a distributed droop-based power management strategy

for each DG unit. In this case, the steady state is computed for both models (SM and

DM) and the results are compared in terms of stability of the system. In the second

case, the system energization is performed using a short line, PI line and distributed

parameter transmission line models, the behavior of the transient and the steady-state

are analyzed and the results obtained are compared.

1.2.1.1 Case I: Resonance effects on the asymptotic stability.

The microgrid used as test system is shown in Fig. 1.12. The system configuration and

parameters were extracted from [24]. This system is operating in islanded mode and

includes three voltage source converters based DG units with a modulation frequency

(mf ) of 39, for interconnecting a primary source with the microgrid. Besides, in this

case the transmission lines which interconnect the VSC’s and the loads are modeled as

a PI section line. The parameters of the case study are shown in Table 1.2.
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Figure 1.12: Single line diagram of the Case I, of a three-phase controlled microgrid.

Table 1.2: Parameters of the test system 1

Parameter Symbol Value

Filter inductance Lf1, Lf3 12.7×10−3 H

Filter inductance Lg1, Lg2, Lg3 1.48×10−3 H

Filter inductance Lf2 1.27×10−3 H

Filter capacitance Cf1, Cf3 3.97×10−6 F

Filter capacitance Cf2 2.15×10−5 F

Lines inductance LinL 2.12×10−4 H

Lines capacitance LinC 3.31×10−6 F

Lines resistance LinR 0.208 Ω

Inductance load L1, L2 21.4×10−2 H

Resistance load L1, L2 1.92 Ω

A droop control is used in order to perform a power management strategy (PMS) in the

test system [25]. The PMS of the microgrid includes three main parts, the real power

management, the reactive power management and the current controller.

The real and reactive power management blocks establish the real and reactive power

outputs of each DG unit, respectively, based on the frequency and voltage at the con-

nection point. The block of current controller takes the outputs of the real and reactive

power blocks and generates the voltage reference of the controlled voltage source con-

verter (VSC) [25]. It is worth mentioning that, due to the sinusoidal pulse width modu-

lation (SPWM) used in the power converters, the first significant harmonic component

that appear in the system is the mf ± 2.

Figure 1.13 shows the voltages at the output filter of the VSC 1 with the SM and DM,
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respectively; observe that using the SM, the MG reaches the steady state and remains

stable (Fig. 1.13(a)); however, when the DM (mf=39) is used, the harmonic content

distorts the signal of voltage and also excites a near resonant frequency, causing in

consequence, an instability of the MG, as it can be seen in the voltage signals at Fig.

1.13(b). The driving point impedance in different points of the MG are shown in Fig.

1.14; note that the resonance in N1, with a peak in 2160 Hz, is the one that provokes

the bad operation of the MG due to the first voltage harmonics injected by the inverter

will be in mf ± 2. On the other hand, note that in this system, even with smaller or

bigger switching frequency the MG could have resonance issues close to mf=21 and

mf=150; in this way, in the design and planning stages of the microgrid is crucial to

include detailed models, in order to avoid undesirable behaviors as is shown in this case

study.

3 3.5 4 4.5 5 5.5

Time (s)

-400

-200

0

200

400

V
o

lt
ag

e 
(V

)

SM, phase A SM, phase B SM, phase C

3 3.5 4 4.5 5 5.5

Time (s)

-500

0

500

V
o

lt
ag

e 
(V

)

DM, phase A DM, phase B DM, phase C

(b)

(a)

Figure 1.13: Voltages, (a) at the output of the VSC 1 filter with the SM, (b) at the
output of the VSC 1 filter with the DM.

Being that the resonances appear due to the combination of capacitive and inductive

elements, it is observed in Fig. 1.12 that the parallel resonances in this system are caused

due to the filters, and transmission lines which in this case are modeled as equivalent

PI lines. However, since this modeling approach of the transmission line use lumped

parameters, it does not withhold the information of the high frequencies of the MG and,

in consequence, resonance frequencies that exist in the real system and which can cause

instabilities, are not taken into consideration. Nevertheless, if all the information wants

to be retained, a model of distributed parameters of the transmission line is needed. In

this regard, in the next case a comparison of the behavior of a system using different

line models is analyzed.
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Figure 1.14: Resonance frequencies of the MG in Case I.

1.2.1.2 Case II: Behavior of a system with different transmission line models

Despite that microgrids do not have long transmission lines (hundreds of km), this case

study is presented because they can operate connected to the main grid, and the main

grid do have long transmission lines that can affect the behavior of the microgrid due to

resonances as shown in this case study.

The single line diagram of a three-phase test system is shown in Fig. 1.15. It is composed

by three transmission lines, two ideal feeders, and a VSC connected to an ideal DC

voltage source. In this test system the energization of the system is performed and the

computation of the transient and steady-state responses of the system is carried out

using different transmission line models (short line, PI line and distributed parameters)

for the SM and DM. It is worth mentioning that for the results obtained using the short

line and PI line transmission models, only the integration of the state-space model of the

system were needed; but, in order to obtain the results with the distributed parameters

line model, the use of the numerical Laplace transform was required [26].
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Figure 1.15: Single line diagram of the three-phase system in Case II.

Fundamental frequency. Figure 1.16 shows the transient and steady-state re-

sponses of the voltage at the bus vPt. Observe in Fig. 1.16(a) that using the frequency

dependent model of the transmission line, the information of the traveling wave rebounds

is kept, as well as, the increase of the voltage magnitude in the transient stage and the

distortion of the waveforms. On the other hand, with the PI model the transient magni-

tude of the voltage is similar to the frequency dependent model but the voltage waveform

is different as shown in Fig. 1.16(b). The short line model only captures the average

of the voltage signal and the transient overvoltage is not captured (see Fig. 1.16(c)).

Finally, in steady-state the three models have the same response, as it can be seen in

Fig. 1.16(d), since for low frequencies, the characteristic impedance of the system is

the same for the three line models, as shown in Fig. 1.18. Please notice that the short

line model gives a maximum overshoot of 100 kV, while the PI line model and the full

frequency dependent models have a maximum overshoot of 200 kV, which represents

the double of the given by the short line model.

Switched case, mf = 153. Figure 1.17 shows the transient and steady-state re-

sponses of the voltage at the bus vPt. In this case the transient responses using the

frequency dependent line model and the PI line model are similar only in the maximum

overshoot (see Fig. 1.17(a) and Fig. 1.17(b)). This is due the PI line model only keeps

the low frequency information of the system dynamic, while the frequency dependent

model preserves all the information of low and high frequencies. On the other hand,

with the short line model, the voltage response is practically the switched voltage of the

VSC (see Fig. 1.17(c)). Considering the PI line model, the voltage signal in steady-

state presents a small harmonic content due to the system frequency characteristics;

but, these are not equal to the resonances of the frequency dependent line model (see

Fig. 1.18). This shows that the information given by the PI line model is not enough if

detailed studies want to be carried out in systems with high-bandwidth. Additionally,
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Figure 1.16: Transient response of the voltage at the bus vPt with, (a) the frequency
dependent line model, (b) the Π line model, (c) the short line model; (d) the steady

state response of the voltage at the bus vPt with the three line models.

with the short line model, the frequency characteristic behaves as a slope (see Fig. 1.18),

this causes an erroneous increase in the voltage harmonic content as seen in Fig. 1.19.

Therefore, the short line and PI line models are limited only to low frequency analyses,

due to the phenomena of high frequencies is not correctly captured.



Fundamentals of AC microgrids 22

0 0.005 0.01 0.015

Time (s)

-2

0

2

V
o

lt
ag

e 
(V

)

×10
5 (a)

Frequency dependent line model

0 0.005 0.01 0.015

Time (s)

-2

0

2

V
o

lt
ag

e 
(V

)

×10
5 (b)

PI line model

0 0.005 0.01 0.015

Time (s)

-2

0

2

V
o

lt
ag

e 
(V

)

×10
5 (c)

Short line model

1 1.005 1.01 1.015 1.02 1.025 1.03 1.035 1.04 1.045 1.05

Time (s)

-2

0

2

V
o

lt
ag

e 
(V

)

×10
5 (d)

Frequency dependent line model Short line model PI line model
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Figure 1.18: Driving point impedance seen from bus vPt with the three line models.
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1.3 Discussions

This chapter addressed the basic controls for AC microgrids, used to form hierarchical

schemes, which maximize its reliability and potential benefits. The primary and secon-

dary controls are explained in detail, and block diagrams of each control scheme are

included. Additionally, to show the control schemes behavior, three case studies are

analyzed.

On the other hand, to show the issues that can be found in practical AC microgrids, a

stability and resonance analysis of two case studies was performed. It can be seen in the

presented results that the commutation process of the power electronic interfaces has a

significant effect in the microgrid behavior due to the harmonic components, resonances,

and interaction among DG units.

The test systems revealed, as stated in the beginning of the chapter, that for stressed

and/or harmonic distorted scenarios is necessary to consider the commutation process of

the power electronic devices in order to not overlook phenomena or undesirable behaviors

of the system. This leads to the necessity of developing theory, models and methods to

identify and mitigate harmonic problems in power electronic based power systems, such

as microgrids. In this regard, in the following chapter, different techniques for the fast

computation of the periodic steady-state of controlled AC microgrids are addressed.



Chapter 2

Periodic steady-state

computation of AC microgrids in

time and frequency domains

In order to ensure the safe, reliable and controlled operation of a microgrid system, it

is necessary to carry out model-based studies for design purposes, monitoring, control,

network reconfiguration, etc. Some of these studies are carry out in transient state and

others in steady state; nonetheless, for any of these scenarios, efficient mathematical

models and computational algorithms for execution and analysis are needed. In particu-

lar, for the steady-state solution of an MG system is necessary to carry out studies such

as power quality, stability, design of components, power flow, robustness, among others;

however, despite that in conventional power systems the analysis previously mentioned

are well established [20], during the design stage of the MG, the computation of the

steady-state solution represents a challenging task due to the incorporation of power

electronic converters, nonlinear loads and closed-loop control systems.

In regards of the aforementioned, this chapter addresses the formulation and performance

assessment of different methods, in the time and frequency domains, to compute the

steady-state solution of AC microgrids, such as, the Newton methods [27], Newton

methods including parallel cloud computing and an extended power flow method.

2.1 Newton methods: a review

In general, the mathematical model of periodic switched nonlinear electric power systems

can be given by the following ordinary differential equation set,

25
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ẋ = f(t,x) (2.1)

where x is the state vector of n elements.

The periodic steady-state solution of (2.1) has a fundamental period T, such that the

following relation is satisfied in steady state,

xT = x0 (2.2)

where x0 is the state vector at t0 and xT=x(t0 + T , t0; x0); for simplicity t0 can be

set equal to zero. Besides, the representation of dynamical periodic systems can be

performed by using a Poincaré map P(x). Thereby, (2.2) can be written as follows,

xT = P(x0) (2.3)

Then, this problem can be solved through an iterative Newton method,

xi+1
0 = xi0 −

(
∂P(x0)

∂x0

∣∣∣∣
x0=xi

0

− I

)−1

(P(xi0)− xi0) (2.4)

The periodic steady-state solution is found once two consecutive state vectors meet a

convergence criterion error. Also, the state transition matrix Φ can be defined as,

Φ =
∂P(x0)

∂x0

∣∣∣∣
x0=xi

0

(2.5)

which also can be approximated by finite differences as follows [28],

Φ ≈ ∆xT
∆x

∣∣∣∣
x=xi

0

≈ ∆P(x)

∆x

∣∣∣∣
x=xi

0

(2.6)

It should be noticed that the eigenvalues of Φ are the Floquet multipliers [28]; therefore,

the transition matrix of the computed solution (2.4) can be used to obtain the stability

of the periodic solution of the system [27], i.e. if all the Floquet multipliers are inside

the unit circle in the complex plane Z the system is stable, otherwise unstable.

Several methods have been developed to compute Φ [29], and all those methods rely

on numerical integration processes. Each method differs from each other on how the

approximation is done, and in the number of full cycles required for the full identification

of Φ. In this way, a concise description of each methods is given below.
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2.1.1 Aprille & Trick method

The Aprille & Trick (AT) method [30] starts using the following expression,

d

dt
zi(t) = F(t,xi0)zi(t) (2.7)

where,

zi(t) =
∂x(t)

∂x0

∣∣∣∣
x0=xi

0

(2.8)

F(t,xi0) =
∂f(t,x)

∂x0

∣∣∣∣
x0=xi

0

(2.9)

F(t,xi0) is the Jacobian of f(t,x) evaluated along the trajectory x(t, t0; xi0) for t0 < t <

t0 + T . The first step to develop the AT formulation is to select a numerical integration

method. As example, the backward Euler method is considered and applied to (2.7),

zi(tm+1) ≈ zi(tm) + ∆tF(tm+1,x(tm+1))zi(tm+1) (2.10)

where ∆t is the integration step, additionally, t0 = 0, tm = m∆t for m = 0, 1, 2, ...,K,

and tk = T . Making some algebraic manipulations, (2.10) can be rewritten as,

zi(tm+1) ≈ [I−∆tFm+1]−1zi(tm) (2.11)

where Fm+1 = F(tm+1,x(tm+1)), therefore,

zi(tk) ≈ zi(T ) ≈
K∏
m=1

[I−∆tFK−m+1]−1zi(t0) (2.12)

According with (2.7)-(2.12), the transition matrix can be approximated as follows,

Φ ≈
K∏
m=1

[I−∆tFK−m+1]−1 (2.13)

In a similar manner, other approximations for the transition matrix can be done by

using different numerical integration methods.
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2.1.2 Numerical differentiation method

The numerical differentiation (ND) method [31], search a numerical approximation of

∆xT |x=xi
0

and ∆x|x=xi
0

as follows,

∆x|x=xi
0

= x(t0, t0; xi0 + ∆xi0)− x(t0, t0; xi0) (2.14)

∆xT |x=xi
0

= x(t0 + T, t0; xi0 + ∆xi0)− x(t0 + T, t0; xi0) (2.15)

If the perturbation vector ∆xi0 is selected as εUk, being ε a small real number and Uk

the k-th column of the identity matrix of size n, where k = 1, 2, ..., n, then (2.14) and

(2.15) can be rewritten as follows,

∆x|x=xi
0

= εUk (2.16)

∆xT |x=xi
0

= P(xi0 + εUk)−P(xi0) (2.17)

Therefore, with (2.16) and (2.17), (2.6) becomes,

P(xi0 + εUk)−P(xi0) ≈ ΦεUk (2.18)

where Φk = ΦUk is the k-th column of Φ and can be approximated as,

Φk ≈
P(xi0 + εUk)−P(xi0)

ε
∀ k = 1, 2, ..., n (2.19)

Each column of Φ is computed using (2.19). The n states of (2.1) have to be perturbed

separately to compute the n columns of the transition matrix. Note that n+1 full cycles

have to be computed before (2.4) can be applied.

2.1.3 Direct approximation method

The direct approximation (AD) method [31] is based on the computation of the linearized

version of (2.1) around the orbit initiated in xi0, this is,
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∆ẋ(t) = F(t,xi0)∆x(t) (2.20)

The solution of (2.20) is,

∆x(t) = Φ(t, t0; xi0)∆x(t0) (2.21)

Besides,

∆x(t0) = ∆x|x=xi
0

(2.22)

∆x(t0 + T ) = ∆xT |x=xi
0

(2.23)

According with (2.21) to (2.23),

∆xT |x=xi
0

= Φ ∆x|x=xi
0

(2.24)

If the perturbation vector is selected as Uk, then (2.24) becomes,

∆xT |x=xi
0

= ΦUk = Φk (2.25)

Therefore, this AD method is an approximated way to compute Φ, since ∆xT |x=xi
0

is

approximated as ∆x(to + T ), which is the numerical solution of (2.20).

2.1.4 Enhanced numerical differentiation method

The enhanced numerical differentiation (END) method [32] takes advantage of the half-

wave symmetry of the input waveforms, such as voltage and current, to improve the

efficiency of the ND method. This method consist in the evaluation of (2.6) with the

approximation of x(t0 + T, t0; xi0) through the extrapolation of x(t0 + T/2, t0; xi0).

Using this method, the integration of (2.1) for the computation of Φ, it is done in

T/2 instead of T , which increases the efficiency of the ND method. In this way, the

integration of (2.1) is needed for (n + 1)/2 full cycles to complete the computation of

the transition matrix for each Newton iteration.
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2.1.5 Discrete exponential expansion method

In the discrete exponential expansion (DEE) method [33], the transition matrix Φ is

obtained following a procedure of identification step-by-step based in a recursive formu-

lation. The identification of Φ requires the integration of only one full cycle of period

T . In this method the approximation is carried-out as follows,

Φ ≈
K∏
m=1

eFm∆tm (2.26)

the Jacobian matrix Fm is,

Fm = F(t, x(t))|
t=

tm+tm−1
2

,x=
x(tm)+x(tm−1)

2

(2.27)

where ∆tm is defined as tm − tm−1, K is the number of intervals in a period T , and tm

is the m-th element of the time vector from t0 to t0 + T .

2.1.6 Finite differences method

The finite differences (FD) method [27] is an alternative in the time domain for the fast

computation of the periodic steady-state solution of (2.1). The problem in this method

is formulated as a set of nonlinear differential equations. The method is applied in two

steps:

• Select a fix-step numerical integration method. Select an integer K > 0 such that

∆t = T/K and tε(t0, t1, ..., tk), where tm = t0 +m∆t for m = 0, 1, 2, ...,K.

• Let xm = x(tm, tm−1; xm−1), then the sequence of xm approximates the steady-

state solution if x0 = xK and xm = x(tm, tm−1; xm−1) for m = 0, 1, 2, ...,K. Each

state vector of xm is obtained with the selected integration method. Once the K

equations are set, the Newton method is applied.

For the implementation of this method large matrices have to be handled, therefore,

disperse matrices techniques can be applied.
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2.2 Newton methods performance assessment

Figure 2.1 shows the single line diagram of the microgrid used as test system. Its ma-

thematical model including the control system has 86 ordinary differential equations for

grid-connected mode and 83 for islanded mode. The system configuration, parameters

and control scheme were extracted from [25, 34]. The MG has a nominal voltage of

13.8 kV and it is connected through a transformer to a harmonic free infinite bus (main

grid) of 69 kV. The three distributed generation units include a voltage source converter

[35] with a RL filter of 0.01 + j0.15 p.u. and a frequency modulation index (mf ) of

21 (1260 Hz). Note in Fig. 2.1 that the branches of the microgrid are represented as

equivalent impedances, furthermore, the loads are included in the impedances for the

case of branches with PQ loads.
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Figure 2.1: Single line diagram of the test system microgrid.

In this case, the microgrid is interconnected to the main grid operating in periodic steady

state, when is suddenly disconnected to operate in islanded mode. The accelerated

computation of periodic solution for the case study is carried out with the six Newton

methods aforementioned (DEE, AT, FD, DA, ND and END), and the results obtained are

compared to assess the advantages and disadvantages of each method. The convergence

error tolerance used in the case study is 1× 10−8 and the state vector at the end of the

10th cycle is used for initialization of the Newton methods; the computation of this state

vector is performed through numerical integration of (2.1) using as initial condition the

state vector at t = 0 of the previous operating conditions in steady state, i.e., grid-

connected mode for the case study. After the 10th cycle the Newton iterations begin

and the convergence mismatches are given in multiples of the cycles that each method
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needs to iterate, i.e., DEE, AT and FD methods require one full cycle, the ND and DA

methods require (n+ 1) cycles and the END method requires (n+ 1)/2 cycles, where n

is the number of ordinary differential equations of the system model.

Table 2.1 shows the results obtained in terms of the number of cycles required to obtain

the periodic steady-state solution and the Newton iterations are highlighted in gray.

Observe in Table 2.1 that the BF method requires 5283 full cycles and reaches the

periodic steady state with an error of 9.978×10−9, while the DEE method requires 5

Newton iterations and the others methods require 3 Newton iterations. The END, DA,

AT, ND, and FD methods have a quadratic convergence characteristic. Although the

DEE method requires more iterations is also the fastest since the time to compute the

transition matrix at each Newton iteration is less as compared with the others Newton

methods.

Table 2.2 shows the relative efficiency of each method respect to the BF method to

achieve the periodic steady-state solution within the established tolerance. Besides, the

maximum Floquet multiplier is calculated for each method. Notice that Φ is not com-

puted in the BF and FD methods, therefore the Floquet multipliers cannot be calculated

with those methods and neither the stability of the computed periodic solution; how-

ever, in this case, it is clear that the periodic steady-state solution is stable since the

BF method is able to reach it. Additionally, it can be seen in Table 2.2 that the BF

and DEE are the slowest and the fastest methods, respectively. DEE is around 68, 3.46,

3.46, 1.85, 1.83, and 1.79 times faster than BF, ND, FD, DA, AT and END, respec-

tively. Observe that the maximum Floquet multiplier with each method (AT, ND, DA,

END, and DEE) is computed and its value is inside the unit circle for all methods with

standard deviation of 5.0438× 10−4.

From this comparison it can be seen that the Newton methods offer a suitable alternative

to compute the periodic steady state solution of dynamical systems represented by full-

order models. Additionally, they provide information about the asymptotic stability

of the computed periodic steady state solution, except the FD method. Keep in mind

that the six Newton methods are able to compute both stable and unstable periodic

steady-state solutions, this is a valuable feature since the unstable solution can become

stable with the proper selection of the control gains or system parameters.
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Table 2.2: Comparison between CPU times and stability

Methods
CPU

times (s)

Comparison between
CPU times

TFB
Txx
|xx=FB,...,EED

Max. Floquet
multiplier

BF 80007.10 1.00 N/A
ND 4056.70 19.72 0.9978
FD 4051.06 19.74 N/A
DA 2174.96 36.78 0.9978
AT 2152.25 37.17 0.9978

END 2094.94 38.19 0.9989
DEE 1169.95 68.38 0.9974

2.3 Newton methods implementation using parallel cloud

computing

The advantages of using the Newton methods for the steady-state computation of elec-

trical networks can be eclipsed for large and/or stiff systems. This is because the compu-

tational burden increases, and the computing time needed to solve the methods becomes

a drawback.

An alternative to reduce the computational time spent by the Newton methods is the

use of parallel cloud processing. Cloud computing can be defined as an environment

where computing-needs from an user can be outsourced by an external provider, and all

the services are provided through internet. One of the main advantages of this scheme is

that users do not have to pay for infrastructure, installation, maintenance, among others,

all is covered by the provider. On the other hand, apart from reducing the computation

time of the Newton methods, a benefit of the parallel cloud computing scheme is the

possibility to solve electric networks with a high number of components and without

the limitation in the number of processors available in a single computer or a computer

center. Fig. 2.2 shows the scheme used for parallel cloud computing.

2.3.1 Parallel cloud computing of Newton methods

Newton methods require the transition matrix construction which is one of the most

time-consuming tasks, since it depends on the system equations number and it relies on

numerical integration processes. However, the transition matrix can be obtained using

parallel processing, reducing in this way the computing time. In this approach, the

transition matrix is approximated by creating individual tasks which do not need the

information one of each other.
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Figure 2.2: Parallel cloud computing scheme.

As can be seen from (2.19), in the ND and END methods, the transition matrix approx-

imation is computed column by column, and the information needed to compute each

column is independent from the others. Besides, in the DEE method, (2.26) shows that

the transition matrix is computed by means of the multiplication of matrices, but each

matrix is independent from each other. These characteristics bring the opportunity to

take advantage of the ability to parallelize these numerical methods, in particular, for

the computation of the transition matrix.

In this regard, the parallel computing toolbox of MATLAB can be used to parallelize

the Newton method algorithms (ND, END, DEE) by splitting the transition matrix

computation among CPU cores or processors. To perform the parallelization, the parfor

command of MATLAB is used, this command splits the execution of for-loop itera-

tions over the CPU cores, also known as “workers”, in a parallel pool. Additionally,

an important requirement for using parfor-loops is that individual iterations must be

independent.

On the other hand, cloud computing services can be used together with the parallel

computing toolbox of MATLAB. Cloud servers provide CPU cores required by the user

and performs the simulation in the same MATLAB environment. This advantage eases

the use of these advanced computing tools, since the user do not need to have physically

the hardware required for the parallel implementation, i.e. multiple CPU cores, instead

the user can use external CPU cores and run the simulations in the same MATLAB

environment [36]. Fig. 2.3 shows the flowchart used to parallelize the Newton methods

using the parallel computing toolbox of MATLAB and cloud computing.



Periodic steady-state computation of AC microgrids in time and frequency domains 36

Start Set initial conditions x0
i

Use the parallel MATLAB toolbox 

to split the transition matrix 

computation, eq. (2.19)  ( ND or 
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Figure 2.3: Flowchart of the Newton methods with parallel computing.

2.4 Newton methods parallel cloud computing performance

assessment

Two test systems are implemented to assess the CPU time efficiency of the three fast

time-domain methods (ND, END, DEE) using parallel cloud computing. The conver-

gence error tolerance used in the case studies is 1× 10−8.

The parallel cloud computing was done through SSH connection with an external com-

puter located in the Aalborg University. The specs of the external computer are: 2 In-

tel(R) Xeon(R) CPU E5-2690 v3 at 2.60GHz, 384 GB DDR4 memory RAM at 2133MHz,

and 24 CPU cores.

2.4.1 Case I: controlled microgrid system

Fig. 2.4 shows the single line diagram of the microgrid used as test system. The system

is composed by three distributed generation (DG) units, each one includes a VSC [35]

with a modulation index (mf ) of 21, for interconnecting a primary source with the

microgrid. The VSC controls used are based on a droop-characteristic scheme with

frequency restoration [25]. This test system is modeled with 86 ordinary differential

equations. The system configuration and parameters can be consulted in [25, 34].
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Figure 2.4: Single line diagram of the test system.

In this first case study, the microgrid is operating in steady state, then a perturbation

is applied in the state variables of the system, varying their values in 5%, after that,

the computation of the periodic steady-state solution is carried out using the Newton

methods. The computation of the steady state is obtained several times, varying the

number of CPU cores used to compare their relative efficiencies.

In Table 2.3 the convergence errors of the Newton methods for this case study are shown.

Note that only two iterations are needed to achieve an steady-state solution, with an

error in the order of 1×10−9. Furthermore, in Fig. 2.5 is shown three full cycles of the

currents obtained for the DG unit 1 after the application of the Newton methods, where

it can be noticed that the periodic steady state is reached even in presence of harmonic

distortion.

Table 2.3: Convergence errors of Case I

Iteration DEE ND END

1 1.73×10−4 1.72×10−4 8.32×10−5

2 7.81×10−9 7.43×10−9 5.98×10−9

Fig. 2.6 shows the relative efficiency and CPU time required by the Newton methods in

the computation of the steady-state solution, as the number of CPU cores increases. It

is observed that the relative efficiency for the three methods increases up approximately

to the 12th core, then the relative efficiency behavior flattens with small improvements

until the 24th core. The best performance regarding the relative efficiency is obtained
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Figure 2.5: DG unit 1 output currents of the controlled microgrid system.

with the ND method, with an improvement of almost 9.73 times in its efficiency, followed

closely by the END method with a relative efficiency of 8.6, and finally, the DEE method

with a relative efficiency of 7.39, having the worst performance of the three methods.

In regard to the CPU time, the DEE method requires only 39.28 seconds to obtain

the solution, while the ND and END methods require 100.3 seconds and 52.94 seconds,

respectively, using 24 CPU cores. Note that contrary to the relative efficiency results,

the DEE method has the best CPU time performance, and the ND method the worst.
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Figure 2.6: Relative efficiency and CPU time required by the Newton methods in
Case I.

2.4.2 Case II: IEEE 118-bus test system

Although this system is not a microgrid, it is included to show the performance of

the Newton methods using parallel cloud computing for larger systems. Besides, more

complex MGs can require hundreds of ordinary differential equations to model them,
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but there are not benchmarks for large microgrid systems, so the IEEE 118-bus system

is used instead.

In this case, the IEEE test system of 118 nodes is used, it consists in 186 transmission

lines, 118 capacitor banks, 54 generators and 9 magnetizing branches. The system is

simulated from its start-up, and one full-cycle after this, it is computed the periodic

steady-state solution with the Newton methods. This test system is modeled with 355

ordinary differential equations.

Table 2.4 shows the convergence errors of the methods in this case study. It is ob-

served that the DEE method requires 5 iterations to achieve the steady state with an

error of 1.66×10−9, while the ND and END methods require 2 iterations with errors of

2.17×10−14 and 1.47×10−14, respectively. Fig. 2.7 shows three full cycles of the current,

in the obtainment of the steady-state solution, at different transmission lines of the test

system.

Table 2.4: Convergence errors of the Case II

Iteration DEE ND END

1 1.73×10−3 1.44×10−8 1.25×10−8

2 4.00×10−5 2.17×10−14 1.47×10−14

3 1.26×10−6 - -
4 4.44×10−8 - -
5 1.66×10−9 - -
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Figure 2.7: Steady-state currents at the transmission lines of the IEEE 118-bus bench-
mark.

The results obtained in this case study in terms of relative efficiency and CPU time

required by the Newton methods are shown in Fig. 2.8.

From this figure, it can be seen that due to the size of the test system, even with the

24 CPU cores the relative efficiency is increasing. However, it is also observed that
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Figure 2.8: Relative efficiency and CPU time required by the Newton methods in
Case II.

the CPU time graph is getting flat, therefore, despite that the methods achieve better

relative efficiencies, the CPU time needed will be similar using more CPU cores. This

behavior is due the communication time between cores and other aspects associated with

the parallelization of the methods.

In this case the DEE, ND and END methods achieve relative efficiencies of 10.39, 17.66

and 15.14, respectively. Where the ND method has the best relative efficiency and the

DEE method the worst. Regarding the CPU time, the DEE, ND and END methods

achieve the steady-state solution in 49.86 seconds, 34.02 seconds and 17.71 seconds,

respectively.

The results obtained in both case studies show the advantages of using parallel processing

through cloud computing. Besides, the Newton methods are adequate to be parallelized.

In the case of this work, with 24 CPU cores, in both cases the best relative efficiency

obtained was 17.66 (Case II), and the worst 7.39 (Case I). Additionally, it is observed

that in Case I, despite that the DEE method has the lower increase in the relative

efficiency, it was the quickest method; however, for the Case II, it needed more CPU

time than the ND and END methods. Therefore, this finding indicates that for large

systems the ND and END methods are more efficient.
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2.5 Power flow modeling for AC microgrids

In electric power systems, the power flow (PF) formulation relies on the well-known

power balance equations [37],

Pn =
N∑
m=1

|Vn||Vm||Ynm|cos(θnm − δn + δm)

for n = 1, ..., N (2.28)

Qn = −
N∑
m=1

|Vn||Vm||Ynm|sin(θnm − δn + δm)

for n = 1, ..., N (2.29)

where |Vn|, |Vm|, δn and δm are the magnitudes and phase angles of the n-th and m-th

bus voltages, respectively. |Ynm| and θnm are the magnitude and phase angle of the

admittance matrix elements, respectively.

Depending on the topology of the system, the power flow can be formulated using three

types of buses: voltage-controlled (PV), load (PQ) and slack [38]. In this way, the

active power injected to the system by the PV buses is fixed and known, while the slack

bus provides the missing active and reactive power needed by the system. However,

as compared with synchronous generators in conventional power systems, the injected

active and reactive power by the distributed generation (DG) units in microgrids are

not usually known at the starting of the Newton iterations since they depend on their

specific control systems [1, 10, 11]. Therefore, a different power flow modeling of the

DG units have to be addressed.

2.5.1 Droop-based extended power flow

In islanded droop controlled microgrids, the conventional power flow approach cannot

be used in most of the cases because the following reasons [4, 39]: 1) the DG units used

in a microgrid have a limited capacity, therefore, a slack bus cannot be assigned for

all the operating conditions; 2) the active and reactive power sharing among the DG

units depends on the droop characteristics and cannot be pre-specified such as in the

conventional power flow; 3) the frequency in an islanded microgrid is changing constantly

within a range, while in the conventional power flow, it is considered always fixed.

Despite that the slack bus could be reassigned or distributed in an islanded situation, the

DG unit selected as slack bus should be able to provide all the missing active and reactive
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power, but it could not always be possible due to their limited and not dispatchable

capacity [4, 39].

In regard to the aforementioned, an extra bus classification has to be included to take

into account the droop controlled DG units, hereafter called droop buses (DB) [39]. The

DB formulation relies on the droop characteristic equations (1.1) and (1.2), notice that

from these equations, the active and reactive power given by the n-th DG unit can be

defined as,

Pn =
ω∗ − ω
Kp
n

(2.30)

Qn =
V ∗n − |Vn|

Kq
n

(2.31)

therefore, the mismatching equations ∆Pn and ∆Qn for the n-th DG unit become,

[
∆Pn

∆Qn

]
=

[
Pn − (ω

∗−ω
Kp

n
)

Qn − (V
∗
n−|Vn|
Kq

n
)

]
(2.32)

Observe that, in (2.32) the angular frequency is still unknown, therefore, an extra equa-

tion related to it has to be included. To overcome this problem, one voltage angle of

the DG units is fixed and its active power equation is used as the angular frequency

equation as follows [40],


∆Pn

∆Qn

∆ω

 =


Pn − (ω

∗−ω
Kp

n
)

Qn − (V
∗
n−|Vn|
Kq

n
)

Kp
nPm − (ω∗ − ω)

 (2.33)

where Pm is the active power of the fixed angle bus.

The set of mismatching equations given in (2.33) completes the power flow formulation

of the droop buses, which can be used together with the conventional PV and PQ buses

[39]. Note that this power flow model includes the effect of the basic primary droop

control of DG units, however, practical microgrids require the use of hierarchical control

schemes to achieve an optimal operation, accordingly, this problem is addressed in the

following section.
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2.5.2 Hierarchical extended power flow

Microgrids control requirements and strategies to perform local balancing and to maxi-

mize their benefits have led the MGs to fulfill a wide range of functionalities, such as

power flow control to avoid exceeding line capacities, voltage and frequency regulation,

energy balance, among others [11, 41–44]. In this way, practical MGs include hierar-

chical control schemes to achieve the desired operational requirements. Consequently,

since the hierarchical controls modify the steady-state operation of the MG, they have

to be included in the methods for the computation of the steady-state. Hierarchical

control systems increase the difficulty of the power flow modeling since their secondary

and tertiary controls change the operating points of the MGs, such that, the active and

reactive power injected by the DG units differ from those injected by DG units with

only droop control. Keep in mind that the tertiary control level typically operates in

the order of minutes [1]. Therefore, their outputs can be considered constant in the

power flow modeling; however, the operation time of the secondary control, such as the

frequency and voltage restoration control, is close to the primary control operation time.

Hence, the outputs of the secondary control cannot be assumed as constant inputs to

the primary control. For these reasons, the power flow model must include primary and

secondary controllers.

As mentioned before, the power flow formulation for islanded microgrids can be done

using three buses type: voltage controlled bus (PV), load bus (PQ) and droop-controlled

bus (DB). Nevertheless, none of these bus types can represent the droop-controlled DG

units with secondary control for frequency and voltage restoration. In this regard, this

section presents the procedure for the incorporation of the hierarchically controlled DG

units for islanded AC microgrids in the well-known power flow method [45].

2.5.2.1 Active power droop control and frequency restoration formulation

The active power output of each DG unit is governed by equation (1.9), which in turn

depends on the frequency restoration output of the secondary control. According to

(1.9), with ωm = ω∗, where the subscript m indicates the bus controlled by the secondary

control, the active power reference of the n-th DG unit becomes,

P refn =
uintω
Kp
n

(2.34)

where uintω is the output of the frequency secondary control integrator
(
kiw

∫
(ω∗ − ωm)dt

)
in steady-state and it is calculated as shown below.
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The bus phase angle θm, where the secondary control measures the frequency, is related

with the angle δm in the following way,

θm = ω∗t+ δm (2.35)

where t is the time. Observe that if (2.35) is derived with respect to the time, the

following expression results,

dδm
dt

= ωm − ω∗ (2.36)

Thus, (2.36) can be substituted in the integral part of (1.7); then by integrating uintω ,

the following expression is obtained,

uintω = −kiw(δm − δ0
m) (2.37)

where δ0
m is an initial condition. Note that, if the phase reference is shifted due to the

SRF-PLL measurements as mentioned in Section II, the change is reflected in δ0
m. In

this work the SRF-PLL measures the q voltage component (vq), therefore, the output

will be shifted 90 degrees.

Merging (2.34) and (2.37), it is observed that P refn depends on the bus angle (δm) where

the bus is being controlled by the secondary control, the integration gain (kiw), the

droop gain (KP
n ), and the initial constant value,

P refn =
−kiw(δm − δ0

m)

Kp
n

(2.38)

Therefore, using (2.38) and scaling it to p.u. using Sbase, the equation that has to be

solved for the active power ∆Pn is as follows,

∆Pn = Pn − P refn = Pn −
−kiw(δm − δ0

m)

Kp
n

1

Sbase
(2.39)

Note that in (2.39) only appears the control gains that modify the steady-state solution.

Furthermore, it is shown that the secondary control sets the reference phase angle for

all the DG units. This finding shows that regarding power flow formulation, the slack

bus is not needed, but instead, all the DG units share the injected power. Consequently,

the use of an adaptive slack bus [46] or the fixing of a bus phase angle to zero [4] are

avoided.
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2.5.2.2 Reactive power droop control and voltage amplitude restoration for-

mulation

According to (1.10), the power flow model for the reactive power of the n-th DG unit,

can be written as follows,

Qrefn =
|V ∗n | − |Vn|+ uintv

Kq
n

(2.40)

where uintv is the integrator output of the secondary voltage control in steady-state. In

this case, there is no equation related to the integral part of the secondary voltage control

such as in the secondary frequency part; however, it is known that in steady-state, the

voltage at the controlled bus is going to be fixed to the value of the secondary voltage

control reference (|Vm| = |V ∗∗|), therefore, the reactive power equation related to the

controlled bus is used to compute the value of uintv . In this way, there is no change in

the formulation due to the secondary voltage control and the reactive power formulation

∆Qn is as follows,

∆Qn = Qn −
|V ∗n | − |Vn|+ uintv

Kq
n

Vbase
Sbase

(2.41)

Finally, the mismatching equations of the new controlled bus needed by the power flow

formulation, which will be called as hierarchically controlled PQ (HCPQ) bus from now,

can be summarized as follows,

[
∆Pn

∆Qn

]
=

 Pn −
−kiw(δm − δ0

m)

Kp
n

1

Sbase

Qn −
|V ∗n | − |Vn|+ uintv

Kq
n

Vbase
Sbase

 (2.42)

Now, each hierarchically controlled DG unit can be included in the power flow model in

the form of the new HCPQ bus, this is schematically shown in Fig. 2.9.

According to (2.40), the controlled reactive power is based on the measured capacitor

voltage shown in Fig. 2.9, and this voltage is adjusted by the primary control; thus the

LC filter is embedded in the HCPQ bus.



Periodic steady-state computation of AC microgrids in time and frequency domains 46

Vn n

V*

Pi
ref

HCPQ Bus-n

Qi
ref

Microgrid

Secondary 

Control

Primary 

Control

Kn
p

Kn
q

m m
0 uv

int

Vn

V**

k
iω

SRF-PLL

ωm

Vm

Vn δn

DGn

Controlled bus

m

| |n

| |

| |

| |

| |

||

| |Vm δm

Figure 2.9: HCPQ bus diagram.

2.5.2.3 Reactive power droop control and voltage amplitude restoration: sys-

tem reduction

Observe that, if the DG units are connected to the bus where the voltage is restored

by the secondary control, a reduction of the system can be made. For explanation, Fig.

2.10 shows the single-line diagram of a DG unit connected through a feeder to the PCC

where the secondary control restores the voltage.

R jX

Q

|V| |Vpcc| βδ

DG unit

Figure 2.10: Single-line diagram of a DG unit connected to the PCC bus.

From Fig. 2.10, the reactive power flowing from the DG unit to the PCC, can be

computed as,

Q = −
(
|V |2|Y |sin(θ)− |V ||Vpcc||Y |sin(−δ + β + γ)

)
(2.43)

where |Vpcc| is known since it is a controlled voltage (|Vpcc| = |V ∗∗|), β is the phase angle

of |Vpcc|, as seen in Fig. 2.10, and γ is the admittance angle. Merging (2.40) and (2.43)

yields to,
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|V |2|Y |sin(γ)− |V ||Vpcc||Y |sin(−δ + β + γ)

+
|V ∗| − |V |+ uintv

Kq

Vbase
Sbase

= 0 (2.44)

this equation can be rearranged as,

|V |2|Y |sin(γ) + |V |(−|Vpcc||Y |sin(−δ + β + γ)

− 1

Kq

Vbase
Sbase

) +
|V ∗|+ uintv

Kq

Vbase
Sbase

= 0 (2.45)

Computing the roots of (2.45), the voltage |V | can be obtained. In this way, since the

voltage of the new controlled bus HCPQ is already known, the mismatching equations

needed in the power flow formulation are reduced as follows,

∆Pn = Pn −
−kiw(δm − δ0

m)

Kp
n

1

Sbase
(2.46)

Finally, combining the model of HCPQ from equation (2.42), and the PV and PQ buses

from the conventional power flow method, the power flow formulation of the whole

system can be summarized as follows,

Pn −
−kiw(δm − δ0

m)

Kp
n

1

Sbase
= 0

Qn −
|V ∗n | − |Vn|+ uauxv

Kq
n

Vbase
Sbase

= 0

HCPQ bus

Pn − P schn = 0

Qn −Qschn = 0

}
PQ bus (2.47)

Pn − P schn = 0
}

PV bus

where Pn and Qn are the injected active and reactive powers [37], and they are expressed

as shown in (2.28) and (2.29), respectively. Note that the HCPQ bus can be replaced

by (2.46) if the DG units are connected to the bus controlled by the secondary voltage

control.
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2.6 Power flow model evaluation

This section presents two evaluation cases of the proposed power flow model for hierarchi-

cally controlled islanded microgrids. In the first case, a comparison among the obtained

steady-state solutions with the proposed models, and the steady-state solutions obtained

with the complete time-domain models using two professional simulators, PSCAD and

MATLAB/Simulink, is performed. Additionally, an analysis of the convergence behavior

for different X/R transmission line ratios in resistive microgrids is presented.

In order to show the difference among the solutions obtained with the hierarchically-

controlled MG and the droop-controlled MG, the second case study presents the diffe-

rences between the power flow solutions obtained with the hierarchical control (HCPQ

bus) and with the primary control (DB bus) against the variation of Load 4 (shown in

the case study system). The Load 4 is varied as follows,

PL,4 = P 0
L,4(1 + λ) (2.48)

QL,4 =

√√√√ P 2
L,4

PF2
L,4

− P 2
L,4 (2.49)

where λ is the loading factor, and PF is the power factor of the load. Additionally, in

this case the secondary voltage control reference is |V ∗∗| = 1 for all the DG units, and

the nominal bus 4 load is P 0
L,4 = 15 kW with a lagging power factor of 0.89.

The power flow equations are solved using the Newton-Raphson method. The MAT-

LAB/Simulink simulations are conducted using the fundamental frequency model, using

the ode15s integration method with absolute and relative tolerances of 1×10−6. On the

other hand, PSCAD enables the switching process of the power electronic interface of

the DG units, using an integration time step of 0.05×10−6. The studies were performed

in a MacBook Pro with a processor of 2.5 GHz Intel Core i5 and 16 GB of RAM. A

convergence error tolerance of 1× 10−8 was used.

2.6.1 Case study system

Figure 2.11 shows the single-line diagram of the test system. The microgrid includes

5 DG units and an AC voltage source. The DG units and AC voltage source interact
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with each other through RL lines and share the AC common bus where the secondary

frequency control acts; the secondary voltage control acts at the different PCCs [19].

The microgrid contains linear loads and a voltage-dependent non-linear load connected

to the AC common bus. The HCPQ buses represent the DG units, the PQ buses

represent the loads, and the PV bus represent the AC voltage source. Table 2.5 shows

the parameters of LC filters, feeders, and primary controls. The case study considers

the same PI control gains for all the DG units; however, the droop characteristics are

different for the DG units as shown in Fig. 2.11. Additionally, the line impedances and

the voltage references for the restoration control (|V ∗∗|), are also shown in Fig. 2.11;

the parameters of the line impedances were extracted from [25]. The proportional and

integral gains were calculated based on stability constrains. This was performed based

on a small-signal analysis previously proposed, and interested readers may refer to [47]

in which a small-signal stability analysis is performed for an islanded microgrid.

PCC1

DG1

P = 2 kW

V1
**=1.05 p.u.

Kp= 1.25e-5

Kq = 5e-4
DG2

Q = 1 kVAr
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Kq = 3e-4

Q = 2.5 kVAr

AC Common Bus

1
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0.75 �
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Figure 2.11: Single-line diagram of the second case study microgrid.

The nonlinear industrial load at bus 12 expressed as [48],

PL,12 = P 0
L,12V

α
12 (2.50)

QL,12 = Q0
L,12V

β
12 (2.51)
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Table 2.5: Parameters of the case study microgrid and control

Parameter Symbol Value

Nominal voltage V RMS
L−L 400 V

Nominal frequency f∗ 50 Hz

Nominal DC voltage VDC 1500 V

Filter resistance
R11, R12,
R21, R22,
R31, R32

0.1 Ω

Filter inductance
L11, L21,
L31,

1.8 mH

Filter capacitance
C11, C21,
C31

27 µF

Feeder resistance
R13, R23,
R33

0.1 Ω

Feeder inductance
L12, L22,
L32

1.25 mH

Current loop proportional gain kpc 20

Current loop integral gain kic 40

Voltage loop proportional gain kpvo 2.4×10−2

Voltage loop integral gain kivo 4.5

Frec. rest. proportional gain kpw 0.02

Frec. rest. integral gain kiw 4

Voltage rest. proportional gain kpv 0.2

Voltage rest. integral gain kiv 4

Switching frequency fc 10 kHz

where α = 0.18, β = 6, P 0
L,12 = 0.5 p.u., Q0

L,12 = 0.3 p.u., and Sbase = 10 kVA.

2.6.2 Case study I: meshed multi-bus microgrid

Table 2.6 shows steady-state voltage magnitudes and phase angles given by the power

flow solution, MATLAB/Simulink, and PSCAD. Observe that in the worst case, the

proposed power flow gives errors of 5.112×10−6 and 1.581×10−3 as compared to MAT-

LAB/Simulink and PSCAD, respectively. The errors are due to the different modeling

approaches, the time steps, and the integration methods. In the case of PSCAD, the

additional active and reactive power losses owing to the harmonic distortion generated

by the power electronics inverters of each VSC increase the differences.

Figure 2.12 shows the active and reactive powers injected by the DG units, computed

with the power flow method, MATLAB/Simulink, and PSCAD. The obtained results

corroborate the effectiveness of the proposed power flow modeling to represent the hie-

rarchical control of the MG.
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Figure 2.12: Comparison of the active and reactive powers injected by the DG units
given by the power flow method, MATLAB/Simulink and PSCAD in Case I.

The salient features of the power flow are the computational speed and convergence rate,

in this regard, Table 2.7 shows the convergence mismatches on three different operation

conditions: nominal condition shown in Fig. 2.11, all loads increased by 50%, and all

loads doubled. Notice that the method has a quadratic convergence characteristic even

with load increments and achieves the solution, in all cases, in only four iterations and

0.145 seconds. Table 2.7 also shows that the Newton-Raphson-based power flow reduces

its convergence rate as the load increases as expected [27].

Table 2.7: Convergence errors of the Case I

Iteration
Power Flow,

Nominal P & Q
loads

Power Flow,
P & Q loads
increased by

50%

Power Flow,
P & Q loads
increased by

100%

1 1.644×10−2 2.355×10−2 3.061×10−2

2 1.449×10−3 1.410×10−3 1.450×10−3

3 4.813×10−6 6.830×10−6 1.068×10−5

4 8.519×10−11 1.591×10−10 4.207×10−10

As is shown in this case studies, the power flow method has a good performance regar-

ding the execution time and convergence rate. Furthermore, the steady-state solution

obtained with the proposed power flow model is as good as the one obtained with the

professional time-domain simulation programs. To evaluate the convergence characte-

ristic of the proposed power flow in a dominantly resistive MG, the transmission lines

parameters of the microgrid of Fig. 2.11 were changed to reduce their X/R ratio 16

times. Line inductances were reduced four times, and line resistances were increased

four times. Under this condition, the Newton-Raphson method converges in 6 iterations

with an error of 2.2297 × 10−13, but still preserves its quadratic convergence feature.
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Additionally, it is worth mentioning that due to the numerical method used to solve

the power flow problem is the Newton-Raphson, the microgrid can be meshed, radial,

dominantly resistive or inductive [45].
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Figure 2.13: Differences of the steady-state buses voltage magnitudes and phase
angles, solving the system with the power flow method using the HCPQ bus and the

droop bus, for the bus 4 load variation.

2.6.3 Case study II: Power flow comparison, HCPQ bus against droop

bus

Figure 2.13 shows the differences between the bus voltages obtained with the proposed

HCPQ bus and the droop bus, versus load changes. Notice that the voltage magnitude

differences (VHierar − VDroop) are positive since the voltage drop with the droop-based

control is larger in all buses, except bus 10 because it is a PV bus. This behavior is

expected since the droop-based control does not restore the voltage deviations. Fur-

thermore, the voltage drops with the droop-based control increase the currents, which

provoke an increment of losses as compared with the hierarchical control.

On the other hand, the phase angles differences show positive and negative evolutions,

which also increase as the load increases. As mentioned before, the reference angle is
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imposed by the secondary control, therefore, as shown in Fig. 2.13, the phase angles

achieved by the hierarchically controlled MG case are different to those obtained with

the droop- based controlled MG case, in which case, a phase angle has to be fixed.
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Figure 2.14: Differences of the steady-state active and reactive power, solving the
system with the power flow method using the HCPQ bus and the droop bus, versus

load 4 variation.

Figure 2.14 shows the differences between the powers injected by the hierarchically

controlled MG and the droop-based controlled MG under variation of the load at bus 4.

Observe that for light loads, the injected active powers by both control schemes are close

each other; however, for larger loads, the differences increase, except for bus 10 because

it is a PV bus. Note that the differences increase considerably for large loads, being the

droop-based approach the one that has more significant active power injections. Please

notice that in the droop control case, the DG units inject more reactive power than in the

hierarchically controlled case. This behavior is owing to the lack of voltage regulation,

which also causes more power losses.

The differences shown in this case study, exhibit the importance of using hierarchically

controlled power flow models when the DG units include secondary controls for vol-

tage and frequency restoration. Power flow based analyses are widely used in industry.

Therefore, accurate modeling is essential to achieve reliable steady-state solutions. It
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is demonstrated that the proposed HCPQ bus enhances the reliability of power flow

solution of hierarchically controlled islanded microgrids.

2.7 Discussions

This chapter presented different methods for the computation of the steady-state solu-

tion of AC microgrids, i.e., Newton methods, Newton methods including parallel cloud

computing, droop-based extended power flow and the hierarchical extended power flow.

Furthermore, for each method a detailed explanation of its formulation was presented

and case studies for the model and performance evaluations were addressed.

The results obtained showed the advantages and drawback of each method. The Newton

methods can capture the harmonic information and tell us about the stability of the

system; however, the CPU time required is large. On the other hand, the power flow

formulations require small CPU times, but only fundamental frequency can be taken

into account. Thus, depending on the analysis or application required, both methods

can be useful and reliable.

In this way, the application of the methods for the steady-state computation and control

of AC microgrids is performed in the next chapters.





Chapter 3

Hierarchical control of islanded

AC microgrids

The increasing integration of DG units has meant a modernization of the current electric

power system by providing more reliability and sustainability [4–6]. However, due to

the distributed operation of the generation units, new technical challenges have emerged

mainly related to the voltage quality along the feeders and the proper power sharing

considering the capacity and characteristics of the DG units [49, 50].

As a matter of fact, islanded microgrids represent an additional challenge since the DG

units should perform a multifunctional operation. Apart from supplying power and

ensuring the local demand, they should participate actively in the regulation of the is-

landed power system [51]. Several authors have addressed these challenges by developing

different variants of primary controllers for achieving the power-sharing function among

DG units [11]. Particularly, the droop-based methods have been widely used in the

literature due to their characteristics and advantages, such as high flexibility, reliability,

and capability of managing active and reactive power sharing by relying only on local

measurements without the use of additional communication among DG units [1, 3].

Commonly, the DG units are interconnected through long radial feeders since they are

usually far from the load location. However, due to the line impedance among DG

units, serious problems appear related to power losses, reactive power flow and voltage

quality along the feeders [50, 52, 53]. This kind of problems cannot be solved directly

by the primary controllers, which require the support of complex control schemes for

enhancing the operational characteristics required in the microgrids by providing power

flow control and voltage regulation along the feeders [1, 11]. Hence, to cope with this

problem, hierarchical controls have been proposed in the literature [11, 54–58].

57
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In previous literature, different mathematical methods and hierarchical schemes for the

power flow based optimized operation of islanded microgrids have been presented; how-

ever, offline schemes without experimental validation are presented. In this way, labo-

ratory implementations are needed to validate that in practical environments, the pro-

posed approaches have a close performance as in simulation stages even with system

characteristics that were not modeled in the design stage.

Regarding the aforementioned, in this work a laboratory-scale evaluation of an optimal

power flow as a hierarchical control for the online operation of islanded microgrids is

presented. Additionally, in order to emulate practical situations encountered in islanded

microgrids and to test the online optimization included in the hierarchical control, the

case studies include random load profiles, random capacity profiles, efficiency curves for

the conversion units, and the use of practical measurement instruments (smart meters)

for the control action, showing the challenges, advantages and drawbacks of the proposed

control scheme. Furthermore, in order to give a self-content work which can be able to be

reproduced, this chapter presents a detailed description of the controls, parameters, the

equipment and software used for the implementation. On the other hand, it is important

to mention that, the optimization is made online and is activated when changes in the

loads or the generation capacities occur, allowing an optimal operational performance

for unpredicted loads or generation capacities changes in the islanded microgrid.

The proposed hierarchical control scheme includes a primary conventional droop control

and a centralized extended optimal power flow (EOPF) control which is responsible of

the active and reactive power sharing management. The online optimization is based,

but not limited, on three operational objectives, i.e., efficiency improvement, voltage

regulation and generation capacity constrains for the DG units. It is important to

notice that, unlike the control schemes which incorporate the power flow for power

sharing [1], in the proposed hierarchical scheme, the control dynamics of each DG unit

are taken into account by including the droop characteristics in the conventional power

flow formulation. In this way, the optimization of the droop characteristic coefficients

and voltage references of the primary DG unit controls can be performed in order to

achieve the operational objectives. Furthermore, since the control scheme is based on the

extended optimal power flow, it is not limited to a specific islanded microgrid topology,

therefore, it can be easily modified in the EOPF control stage.
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3.1 EOPF hierarchical control

As presented in Chapter 1, the level of contribution of each DG unit in the power balance

of the islanded system depends on the frequency/active power (P -ω) and voltage/reac-

tive power (Q-V ) droop characteristics. In accordance to the active and reactive power

demand, the droop characteristics will determine the resultant angular frequency of the

islanded power system (ω) and the voltage (Vn) of each DG unit. In this sense, it is

possible to define the steady-state operation of each DG by adjusting the parameters of

the droop characteristics.

Commonly, the DG units are integrated through feeders since the energy sources may

be located away from the load centers and points of common coupling (PCCs) as shown

in Fig. 3.1 [59]. In this way, the reactive power sharing is affected by the line impedance

along feeders [60, 61], additionally, the voltage quality at the PCCs and load centers

may be compromised due to the effect of the (Q-V ) droop control loops, and the voltage

drop across the line impedance. On the other hand, the (P -ω) droop control can achieve

an accurate active power sharing [62]; however, the total power contribution of each DG

may be determined by the rated power of each energy resource.

PCC1

DGnDG2DG1

PCC2 PCCn

R1 R2 Rn

L1 L2 Ln

Load 1 Load 2 Load n

Figure 3.1: Single line diagram of a microgrid with multiple feeders.

On top of that, heterogeneous energy resources may require conversion stages of different

characteristics in order to enable the integration of the primary energy resource to the

power AC grid. This fact means different efficiencies in the conversion process, which

should be also considered for defining the power contribution of each DG in order to

enhance the global efficiency of the islanded microgrid [63].

Regarding the aforementioned, the proposed EOPF hierarchical control has the purpose

of managing the active and reactive power sharing, to achieve the specific operational

goals of the islanded microgrid, such as:
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• Maximize the global efficiency of the microgrid.

• PCC voltage regulation.

• Maintain the active and reactive power supplied by the DG units within its capa-

cities.

These goals are reached through the optimal selection of the droop characteristic coef-

ficients Kp
n and Kq

n, and voltage references of each DG unit in accordance to (1.1) and

(1.2), which are included in an extended power flow formulation.

EOPF

Islanded 

Microgrid

DG1

DG2

DGn

Droop

Control

Droop

Control

Droop

Control

Kn
p

DG units

capacities

Vn
*

Kn
q

PQ load, network 

topology and 

parameters

SM

Figure 3.2: Hierarchical control scheme.

The proposed hierarchical control includes a primary conventional droop control and

a centralized extended optimal power flow control level. The EOPF control level is

responsible of computing and sending the droop references Kp
n, K

q
n, and V ∗n for each

DG unit primary control as shown in Fig. 3.2. In order to perform this computation,

the information of the microgrid topology, loads and DG units capacities are needed,

additionally, a set of constrained nonlinear functions representing the operational goals

is required by the optimization method.

It is important to mention that, the online operation of the EOPF control is activated

when changes in the load or in the DG units capacities occur, in this way, this is an im-

portant contribution compared to conventional approaches based on offline optimization

schemes. In this work, the changes of generation capacities are performed by random

profiles for each DG unit to emulate the changes in the primary energy resources, i.e.,

wind, solar, among others; however, commonly the capacity information is sent from a

tertiary control, such as, energy management systems (EMS) [64].

In light of the above, a detailed explanation of each stage of the hierarchical control

scheme, i.e., primary control, extended power flow and the optimization formulation are

addressed below.
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3.1.1 Hierarchical control scheme

The hierarchical control includes a primary droop control, which is responsible for per-

forming the grid-forming function, and a second control layer for the optimal operation

of the MG. The voltage and frequency references for the voltage sources are derived

from the droop control loops, which in turn, receive the droop coefficient (Kp
n, K

q
n) and

voltage reference (V ∗n ) values from the centralized EOPF control as shown in Fig. 3.3.
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Figure 3.3: Control block diagram of the hierarchical scheme.

Due to changing operating circumstances (i.e., the profiles of generation from the DGs

and consumption from the loads) the parameters of the droop characteristics, which are

defined by the centralized EOPF, should be adjusted for achieving the operational goals

of the islanded microgrid. The variations in the parameters of the droop characteristics,

and more specifically in the droop coefficients (Kp
n and Kq

n) affect directly the dynamic

and steady-state performance of the islanded power system (Kp
n and Kq

n). Because of

that, it is important to define the nominal values for the droop coefficient that ensure

the stability and proper dynamic behavior of the microgrid. It is worth mentioning that

the proportional-integral controllers gains were obtained based on a bode analysis of the

transfer function of the system, but other techniques can be used.



Hierarchical control of islanded AC microgrids 62

3.1.2 Extended optimal power flow formulation

From Chapter 2, is shown that the control references Kp
n, Kq

n, and V ∗n , which affect the

steady-state behavior of the islanded microgrid, appear explicitly in the power-flow DB

bus formulation. Consequently, an optimal power flow can be formulated by using the

DB bus as a base, as shown in the next section.

3.1.2.1 Optimization problem formulation

In order to compute the droop characteristics and voltage reference of each DG unit, an

optimization problem has to be solved. The formulation of the problem is specified as

follows,

minx f(x) such that

{
c(x) ≤ 0

lb < x < ub
(3.1)

where x are the variables to optimize, f(x) is the function to minimize, c(x) is a non-

linear function, and lb and ub the lower and upper bound restrictions for the x values,

respectively.

The equations proposed for the optimization formulation are based on three operational

goals of the islanded microgrid:

1. The losses of each DG unit is minimized based on their efficiency curves, maxi-

mizing the global efficiency of the microgrid.

2. The voltages on the PCCs are maintained close to 1 p.u. through reactive power

management.

3. The power injected by the DG units cannot exceed its maximum capacity (Sn <

Smaxn ).

The variables to optimize are the droop characteristics and reference values of the pri-

mary control Kp
n, Kq

n, and V ∗n . The formulation of each operational goal as a function

is explained in detail below.



Hierarchical control of islanded AC microgrids 63

DG units efficiency function. The efficiency of the DG units is defined based

on the relationship between the output power delivered to the microgrid and the input

power provided by the primary source [63],

ηn =
P outn

P inn
(3.2)

this efficiency represents the losses due to conversion, switching of electronic devices,

among others. Additionally, the total losses depend on the characteristics of the tech-

nology used, the operating point and the switching frequency [63].

In this way, the efficiency of an inverter can be represented graphically for all the load

range that it is able to handle. These efficiency curves can be obtained with simulation

or experimentally and approximated by a second order function as follows [63],

ηn =
α1
nP

in
n + α0

n

P in2

n + β1
nP

in
n + β0

n

(3.3)

where α1
n, α0

n, β1
n and β0

n are the coefficients obtained with the simulation or experimental

results of the n-th DG unit.

Hence, in a microgrid composed by n DG units, the global efficiency can be maximized

with the reduction of the total losses in the DG units, taking into account that, in

the test islanded microgrid the losses in the feeders can be neglected, otherwise, the

conductor losses have to be taken into account.

Notice that (3.3) computes the efficiency using the P inn but in the power flow method

the power computed is P outn , therefore, substituting P inn = P outn /ηn, (3.3) is reformulated

and the following quadratic equation is obtained,

η2
n + ηn

(β1
n

β0
n

P outn − α0
n

β0
n

)
+
P out

2

n

β0
n

− α1
n

β0
n

P outn = 0 (3.4)

finally, solving (3.4) the value of ηn is obtained.

Regarding the aforementioned, this operational goal can be formulated in the optimiza-

tion problem as follows,
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Fη =

N∑
n=1

(P inn − P outn )2 (3.5)

where N is the number of DG units. Observe that, if all the DG units are working

with an ideal efficiency (η = 1), the function Fη will be equal to zero, in this way, the

minimization of this function will maximize the efficiency of the microgrid.

PCCs voltage regulation function. Since the power flow solution gives the system

bus voltage magnitudes in p.u., the function used to achieve this operational goal can

be formulated as follows,

FV =

N∑
n=1

(VPCCn − V ref )2 (3.6)

notice that if the magnitudes of voltages VPCCn are equal to the voltage reference V ref =

1 p.u., the summation of the function will be equal to zero. It is important to note that

the voltage in the different PCCs is related to the reactive power as shown in (1.2), in

this way, the voltage is regulated with reactive power management (selecting Kq
n and

V ∗n ), without the need of an extra control loop.

Power restriction. The power restriction is included in the optimization problem

as an inequality function in c(x) ≤ 0 as,

c(x) = Sn − Smaxn ≤ 0, for n = 1, ..., N (3.7)

while this inequality is true, the power injected by the n-th DG unit will not exceed its

capacity.

Regarding the aforementioned, the optimization problem is built as a sum of each oper-

ational goal function, subject to the capacity restriction as follows,

minx f(x) = αFη + βFV

Subject to S− Smax ≤ 0 (3.8)
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where α and β are weights, the solution of this problem gives the control references

Kp = [Kp
1 , ...,K

p
n], Kq = [Kq

1 , ...,K
q
n], and V∗ = [V ∗1 , ..., V

∗
n ]. In order to have a better

understating of the optimization, in Fig. 3.4 a flowchart of the EOPF is shown.

Start

Initialize 

x= [Kp ;Kq ;V*]

Compute the steady-state

solution using the extended

power flow, eq. (2.33)

Compute
f (x) and c(x)

min f(x)

Subject to c(x)

End

New selection of

x= [Kp ;Kq ;V*]

No

Yes

eqs. (3.5)-(3.7)

eq. (3.8)

Figure 3.4: Control optimization flowchart.

Note that, since the optimal formulation is performed through the power flow, other

operational goals can be added easily for different MG topologies that might need specific

features, such as, losses minimization [65] (for both active and reactive power), cost

minimization [66], among others.

It is important to mention that, in this work the problem is solved using the fmincon

optimization tool of MATLAB, which for the test system used, has a good performance

in terms of computation time, i.e., 1.58 seconds per optimization with an error tolerance

of 1×10−6; however, other optimization techniques can be used to solve the minimization

problem shown in (3.8).

3.2 Test system and laboratory implementation

Figure 3.5 shows the single line diagram of the three-phase microgrid used as test system.

It includes three dispatchable DG units with LC-filters connected to each PCC through
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a RL feeder impedance, two fixed R loads wye-connected to PCC1 and PCC3, and a

variable PQ load connected to PCC2. Additionally, the PCCs are connected through

RL lines and the variable load is measured by a smart meter (SM).
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R21 R31

R32
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Figure 3.5: Single line diagram of the three-phase microgrid test system.

The primary control is modeled and included in a real time platform (dSPACE 1006),

while the EOPF stage is incorporated in a central computer (CPC) which sends and

receives information to the dSPACE via ethernet using a User Datagram Protocol (UDP)

[67].

For the measurement of the variable load, a Kamstrup Smart Meter is used. The SM is

connected to a central data base, which is responsible of handling and synchronizing the

information sent by one or a cluster of SMs [68]. The communication implemented in

the laboratory is the TCP/IP connection, which allows an easy incorporation of several

SMs working over the same network structure [68].

The communication between the dSPACE and the CPC is performed through an inter-

face using the professional software LabVIEW [69]. The SM is constantly sending the

measures of the variable load to the central data base, which in turn sends the infor-

mation to the CPC through the LabVIEW interface; if there is a change of load with

respect to the last measurement received, it calls the MATLAB software to perform the

optimization process. The CPC sends the computed control parameters to the dSPACE

and it uses this information in the DG units primary control.
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Figure 3.6: Laboratory implementation of the islanded microgrid.

The parameters of the test microgrid are shown in Table 3.1, they were obtained from

the real values of the laboratory implementation, which was made in the Microgrid

Research Laboratory in Aalborg University [67] with an online architecture as can be

seen in Fig. 3.6.

Table 3.1: Parameters of the microgrid

Parameter Symbol Value

Nominal voltage V RMS
L−L 400 V

Nominal frequency f∗ 50 Hz

Nominal capacity Smax
2.5

kVA

Nominal DC voltage VDC 650 V

Filter resistance
R11, R12, R21, R22,

R31, R32
0.1 Ω

Filter inductance
L11, L12, L21, L22, L31,

L32

1.25
mH

Filter capacitance C11, C21, C31 27 µF

Feeder resistance Rf1, Rf2, Rf3 0.1 Ω

Feeder inductance Lf1, Lf2, Lf3
1.25
mH

Line resistance RLin1, RLin2 0.45 Ω

Line inductance LLin1, LLin2
1.45
mH

Wye-resistance load RL1, RL2 119 Ω

For the primary control level, Table 3.2 summarizes the nominal parameters selected for

the case study microgrid. Please notice that, for all DG units in this work, for both PI
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controllers in each loop (current and voltage) the parameters are the same.

Table 3.2: Parameters of the primary control

Parameter Symbol Value

P − ω droop coefficient Kp 1.25×10−5

Q− V droop coefficient Kq 1×10−3

Current loop proportional gain Kpc 20

Current loop integral gain Kic 40

Voltage loop proportional gain Kpv 2.4×10−2

Voltage loop integral gain Kiv 4.5

Commutation frequency fc 10 kHz

Furthermore, the efficiency parameters used for the DG units were extracted from [63]

and are shown in Table 3.3, additionally, the resulting efficiency curves of each DG unit

is shown in Fig. 3.7.

Table 3.3: Parameters of the efficiency curves

Curve α1
n α0

n β1
n β0

n

η1 7.317 -0.081 5.85 0.77
η2 5.072 -0.037 4.4 0.18
η3 8.249 -0.113 5.45 2.15
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Figure 3.7: Efficiency curves of the DG units.

3.3 Case studies

To validate the proposed hierarchical scheme, in this section two case studies of the

islanded MG under different practical operational conditions are presented. In the first

case study, the load connected to the PCC2 is changing following a load profile. The
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load profile has 24 changes made every 30 seconds, emulating a load variation every hour

in a day.

In a practical MG based on variable energy resources (solar, wind, etc.), the power that

can be injected by the DG units is not always constant. In this way, power capacity

profiles are included for each DG unit in the second case study, emulating the variation

in the primary energy resources and to take into account this effect in the performance

of the control.

In both cases, the control of the islanded microgrid is performed online using the hie-

rarchical control and the measurements of the SM; however, in the first case study, the

experiment is also conducted using only the conventional droop control to show the

advantages of the proposed control scheme.

3.3.1 Case I: Load profile

The results obtained in this case for both, conventional droop control and the proposed

hierarchical control, are shown in Fig. 3.8(a) and 3.8(b), respectively. Besides, the load

profiles for active and reactive power and the capacities for the DG units are shown in

Fig. 3.8(c).

Notice that, using the conventional droop control, due to the control references Kp
n, Kq

n,

and V ∗n are the same for all the DG units, the active and reactive power shared among

the units is very similar (Fig. 3.8(a.1) and 3.8(a.3)). Consequently, the efficiency of each

DG unit is not taken into account in the operation of the microgrid as can be seen in

Fig. 3.8(a.2), where in the worst case, drops up to 83 %. Additionally, observe that the

PCCs voltage are always below 1 p.u., which in the worst case, drops up to 0.98 p.u.

when the reactive power load is incremented.

On the other hand, using the EOPF control, observe in Fig. 3.8(b.1) that in order to get

a better efficiency, each DG unit shares a different amount of active power depending

on its efficiency curve. Notice Fig. 3.8(b.2) that, in the worst case, the efficiency drops

up to 93 %. Additionally, in this case, the PCCs voltage are maintained close to 1 p.u.,

which in the worst case, drops up to 0.99 p.u.

Note that, the desired operational goals proposed are achieved taking into account ran-

dom load variations and measurements from a practical Smart Meter. In this case,

compared with the conventional droop control, the efficiency is improved 10 % and the

voltage is regulated closer to the desired nominal value.
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3.3.2 Case II: Load and capacity profiles

The results obtained for the second case study are shown in Fig. 3.9. The load and

capacity profiles are shown in Figures 3.9(c) and 3.9(f), respectively. Notice that the

capacity of the DG units changes constantly causing a variation of the active and reactive

powers injected by the DG units, because of the restriction of the capacity limits included

in the EOPF control.

Despite the changes of active and reactive power due to the capacity restriction, the

PCCs voltage are kept close to the nominal voltage value, having in the worst case a

drop up to 0.98 p.u. On the other hand, observe in Fig. 3.9(b) that the control tries to

maximize the efficiency but the capacity restrictions limit the control optimization, i.e.,

if the n-th DG unit best efficiency is reached at 1.5 kW but the power capacity drops

to 1 kW, it will not be able to reach its best efficiency.

The results obtained in the case studies show that the proposed hierarchical control is

a reliable online scheme capable to manage different operational conditions, such as,

random load and capacity profiles, and including practical devices such as the SM. On

the other hand, the optimal extended power flow, which is based on the conventional

formulation, has the advantage that any change in the microgrid topology can be up-

dated in an easy and straightforward manner, besides, the operational goals can be also

changed or improved depending on the operational needs of the islanded microgrid.

3.4 Discussions

The results obtained in the case studies revealed the applicability, advantages and draw-

backs of the proposed hierarchical control scheme. It was shown that even with random

PQ load and capacity variations, the proposed control, working online, regulates the

voltage magnitude of the different PCCs and maximizes the efficiency of the DG units.

On the other hand, notice that the computation time for the optimization method in

the hierarchical control is less than 2 seconds which, in tertiary control schemes, is a

good time for power management as seen in the results. Therefore, it is shown that the

application of power flow based hierarchical control schemes contributes to the system

to achieve optimized operating points in a reliable way.
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Chapter 4

Power-flow-based initialization of

fast time-domain methods for the

steady-state computation of

nonsinusoidal AC microgrids.

As seen in Chapter 2, the computation of the steady-state solution of a controlled AC

microgrid is not an easy task. Time and frequency domain approaches were addressed

in the aforementioned chapter, and their advantages and drawbacks were highlighted.

For time-domain approach, Newton methods were presented and they present quadratic

convergence rate as well as they information about the stability of the system; however,

the computation (CPU) time required can become a drawback for large and/or stiff

systems. Likewise, for frequency-domain approach, power flow methods were presented,

these methods require small CPU times and present quadratic convergence as well,

however, the system can only be solved for the fundamental frequency, and the solution

do not give information about the stability of the system.

To improve the steady-state computation, a methodology resembling a predictor-corrector

method is presented in this chapter. The predictor-corrector methods are used for nu-

merical continuation [27, 28], this is, given an initial point and a parameter variation,

a prediction of the steady-state solution of a system is performed, this prediction is not

completely accurate, so a correction is made. In this sense, a similar methodology can be

applied to compute the steady-state solution of a controlled nonsinusoidal AC microgrid

using the power flow and the Newton methods addressed in Chapter 2.

73
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Firstly, a prediction of the microgrid steady-state solution is computed using the hie-

rarchical extended power flow method. This solution includes only the fundamental

frequency information, thus, a correction is needed to explicitly take into account the

commutation process of the power converters. For the correction stage, the Newton

methods are used. These methods use as initialization the power flow solution, and

compute the steady-state solution including the harmonic information of the microgrid,

therefore, the power flow solution is corrected by using the Newton methods.

This methodology which uses both Newton methods and power flow methods reduces the

individual drawbacks before described, and maximizes their advantages, having a faster

steady-state computation which includes the harmonic and stability information of the

system. To test this methodology a case study is presented, where a comparison among

the Newton methods using two initialization approaches is shown, i.e., the commonly

n-full-cycles integration method, and the power flow method. The error mismatches of

each Newton method and the CPU time required are presented.

4.1 Case study system

The test system single-line diagram is shown in Figure 4.1. The system includes 9

distributed generation units which are connected through RL feeders to different buses.

The buses are interconnected by RL lines and share an AC common bus where the

secondary frequency control acts. The secondary voltage control acts in buses 4, 9, 13

and 17. Table 4.1 shows the parameters of LC filters, feeders, and primary controls. The

case study considers the same PI control gains for all the DG units; however, the droop

characteristics are different for each DG unit as shown in Fig. 4.1. Additionally, the line

impedances and the voltage references for the secondary control (|V ∗∗|), are also shown

in this figure. In time-domain approach, the system is modeled with 192 differential

equations; but in frequency-domain approach, the HCPQ buses represent the DG units

and the PQ buses the loads.

Figure 4.2 shows three full cycles of the DG unit 1 output currents in steady-state, it

can be noticed that the MG steady-state solution is distorted due to the commutation

process of the power electronic converters.

4.2 Steady-state computation assessment

In this section, the steady-state computation of the test system is performed using the

Newton methods. The solutions obtained using an initialization of three full-cycles



Power-flow-based initialization of fast time-domain methods for the steady-state
computation of nonsinusoidal AC microgrids. 75

Table 4.1: Parameters of the case study microgrid and hierarchical control

Parameter Symbol Value

Nominal voltage V RMS
L−L 400 V

Nominal frequency f∗ 50 Hz

Nominal DC voltage VDC 1500 V

Filter resistance R 0.1 Ω

Filter inductance L 1.8 mH

Filter capacitance C 27 µF

Feeder resistance Rf 0.1 Ω

Feeder inductance Lf 1.25 mH

Current loop proportional gain kpc 20

Current loop integral gain kic 40

Voltage loop proportional gain kpvo 2.4×10−2

Voltage loop integral gain kivo 4.5

Frec. rest. proportional gain kpw 0.02

Frec. rest. integral gain kiw 4

Voltage rest. proportional gain kpv 0.2

Voltage rest. integral gain kiv 4

Switching frequency fc 10 kHz
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**=1.0 p.u.

K
P= 1.25e-5

K
Q = 5e-4

DG3

Q = 1 kVAr

P = 20 kW
Q = 3 kVAr

V2
**=1.0 p.u.

K
P= 2e-5

K
Q = 3e-4

AC Common Bus

1

DG11

P = 10 kW

V4
**=1.0 p.u.

K
P= 0.5e-5

K
Q = 7e-4

DG10

Q = 1 kVAr

2

15 14

3

5

17

18

0.67 � 1.3e-3 H 0.35 �7.7e-3 H1.15 �

5.12e-3 H

0.33 �

7.96e-3 H

0.19 �

4.38e-3 H

0.75 �

2.58e-3 H

DG1

4

DG5

P = 10 kW

DG4

Q = 0.5 kVAr

876

DG6

9

DG12

16

DG8

P = 5 kW

V3
**=1.0 p.u.

K
P= 1.5e-5

K
Q = 4e-4

DG9

Q = 0.2 kVAr

1112

13

DG7

10

P = 30 kW
Q = 2 kVAr

Figure 4.1: Single-line diagram of the case study microgrid.
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Figure 4.2: DG unit 1 output currents of the controlled microgrid system.

are compared against solutions obtained using the hierarchical extended power flow as

initialization. Their performance in terms of convergence and CPU time is presented,

and the advantages of the power flow initialization are highlighted. In this evaluation, a

convergence error tolerance of 1× 10−8 is used. On the other hand, the stability of the

MG is analyzed and a comparison between the stability information in different Newton

iterations is presented.

4.2.1 Case study: comparison among Newton methods using two ini-

tialization approaches

Table 4.2 shows the convergence mismatches obtained with the Newton methods using

three full-cycles as initialization. In this table can be observed that the Newton methods

obtain the steady-state solution with quadratic convergence rate, being the fastest the

DEE method (1160.06 s) and the slowest the ND method (7365.34 s). On the other hand,

the method which achieved the smallest convergence error was the END method (1.35×
10−13). Note that even with the fastest method, the computation of the steady-state

solution is performed in the order of several minutes, which could be an inconvenient

for analysis that requires the computation of the steady-state solution repeatedly.

Regarding the aforementioned, Table 4.3 shows the convergence mismatches obtained

with the Newton methods using the hierarchical extended power flow solution as initia-

lization. As shown in Table 4.3, using this initialization approach, the Newton methods
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Table 4.2: Newton methods convergence mismatches using three full-cycles as initia-
lization

Iter AT AD ND DEE DF END

1 2.53×10−2 2.53×10−2 2.53×10−2 4.22×10−3 2.53×10−2 2.76×10−2

2 1.23×10−4 1.23×10−4 1.35×10−4 5.05×10−5 1.29×10−4 2.19×10−4

3 3.24×10−8 3.15×10−8 4.72×10−7 5.64×10−7 9.02×10−9 7.02×10−8

4 1.92×10−11 1.65×10−11 4.15×10−9 6.47×10−9 - 1.35×10−13

CPU
time

4183.53 s 3823.56 s 7365.34 s 1160.06 s 5977.93 s 3935.62 s

converge in less iterations and the CPU time is reduced. Note that in the first iteration

the methods achieve an error of at least 1×10−5, which is an acceptable error for steady-

state analysis, therefore, using only one iteration of the Newton methods the CPU time

required to obtain the solution is reduced as shown in Table 4.4. Comparing the CPU

times of Table 4.3 against the CPU times of Table 4.2, it is observed that the CPU

times are reduced 4.88, 4.35, 4.06, 4.87, 3.35, and 4.60 times for the AT, AD, ND, DEE,

DF, and END method, respectively, showing the advantage of using the hierarchical

extended power flow as initialization for the Newton methods.

Table 4.3: Newton methods convergence mismatches using the hierarchical extended
power flow solution as initialization

Iter AT AD ND DEE DF END

1 1.11×10−5 1.11×10−5 6.98×10−6 8.11×10−5 6.94×10−6 2.54×10−5

2 8.08×10−9 8.10×10−9 5.14×10−8 1.13×10−6 1.57×10−8 2.42×10−8

3 - - 7.45×10−10 7.99×10−9 5.21×10−13 1.41×10−13

CPU
time

1714.54 s 1758.08 s 5434.30 s 714.31 s 5348.51 s 2561.82 s

Table 4.4: Newton methods convergence error of one iteration using the hierarchical
extended power flow solution as initialization

Iter AT AD ND DEE DF END

1 1.11×10−5 1.11×10−5 6.98×10−6 8.11×10−5 6.94×10−6 2.54×10−5

CPU
time

857.27 s 879.04 s 1,811.43 s 238.10 s 1,782.83 s 853.94 s

One of the advantages of the Newton methods is that the transition matrix eigenvalues

are the Floquet multipliers [28], therefore, the transition matrix of the computed solution

provides information about the stability of the periodic solution [27].
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In this regard, to show that the Floquet multipliers computed with the solutions shown

in Table 4.4 are reliable to be used in a stability analysis, a comparison against the

Floquet multipliers computed with the solutions of Table 4.3 is performed. Figure 4.3

shows the Floquet multipliers obtained using the DEE method with a convergence error

of 7.99×10−9 and 8.11×10−5. The DEE method is used to test the Floquet multipliers

because its transition matrix formulation is less exact than the others [33], therefore,

the largest Floquet multiplier errors are expected with the DEE method.

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-0.3

-0.2

-0.1

0

0.1

0.2

0.3

Floquet multipliers (7.99 × 10
-9

)

Floquet multipliers (8.11 × 10
-5

)

0.85 0.9 0.95 1

-0.01

-0.005

0

0.005

0.01

Figure 4.3: Floquet multipliers computed using the DEE method with different con-
vergence error.

Note that in Figure 4.3 there are differences among the Floquet multipliers close to

the center of the unitary circle, but those closest to the periphery of the unitary circle,

which tell if the system is stable or unstable, are very similar. The maximum absolute

Floquet multiplier is 9.9722 × 10−1 and 9.9723 × 10−1, for the solution with an error

of 7.99 × 10−9 and 8.11 × 10−5, respectively. Therefore, it is shown that the stability

information of the system is reliable for the solution with an error of 8.11× 10−5.

4.3 Discussions

The evaluation of the Newton Methods using two initialization approaches, i.e., three

full cycles integration and the hierarchical extended power flow, was presented. The

results obtained showed that using the power flow initialization, the CPU time required

by the Newton methods is reduced, in the best case up to 4.88 times and in the worst
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case up to 3.35 times. Furthermore, it is shown that using the power flow initialization,

the first iteration of the Newton methods is reliable to obtain the stability information

of the system. Regarding the aforementioned, it is shown that the Newton methods

with the hierarchical extended power flow initialization are reliable and fast tools to

compute the periodic steady-state solution and to analyze the stability of nonsinusoidal

controlled AC microgrids.





Conclusions

The microgrid concept has emerged as an alternative to modernize the conventional

electric power system. The conventional systems, which have unidirectional power flow

and centralized generation, are facing serious problems due to fossil fuel depletion, envi-

ronmental pollution, etc. Contrary to the conventional systems, the microgrids involve

distributed generation units with renewable energy resources, energy storage systems,

bidirectional power flow, and a wide controllability. These microgrid features, bring

advantages such as, voltage and frequency regulation, reduction of transmission losses,

ancillary services, power flow controllability, improved reliability, among others. How-

ever, while it is true that the microgrids offer special operating features, this has brought

the necessity of research in different areas including, inter alia, control, protections, com-

munication systems, component models, numerical methods and optimal design.

In this way, this thesis presented the formulation, implementation and analysis of nume-

rical methods and component models for the steady-state computation of AC microgrids,

taking into account hierarchical control schemes and the explicit commutation of power

converters. Furthermore, the development and the laboratory implementation of a hie-

rarchical control scheme for islanded AC microgrids was presented.

In the first part of the thesis, basic control schemes for AC microgrids are addressed, and

stability and resonance analysis were performed. The results obtained showed that the

power converters commutation process had a significant effect in the microgrid perfor-

mance due to the harmonic components, resonances and interactions among DG units

and controllers. Therefore, it was revealed that for microgrids the consideration of the

commutation process of the power converters in the analysis was necessary in order to

not overlook phenomena or undesirable behaviors in the system.

In this regard, different numerical methods for the steady-state computation of AC mi-

crogrids were addressed. A detailed description of six Newton methods was presented,

additionally, their evaluation and comparison were performed. Besides, in order to re-

duce the computation time needed by the Newton methods, the use of advanced comput-

ing tools, such as, parallel cloud computing was included and evaluated. The analysis of

81
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these methods showed that they are useful to compute the periodic steady-state solution

of AC microgrids, but large computation time is required for large and/or stiff systems.

Despite the above, it was concluded from the results obtained that the methods can

compute the steady-state solutions with a high degree of detail, including harmonics,

control schemes, and nonlinearities, being a reliable off-line tool for steady-state analysis.

On the other hand, the power flow method for conventional electric power systems was

presented, however, since the method cannot be applied directly to AC microgrids, a new

formulation for hierarchical controlled AC microgrids was formulated, which was one of

the main contributions of this thesis. The proposed formulation was tested and compared

against professional simulators, i.e., MATLAB/Simulink and PSCAD. Furthermore, the

proposed formulation was compared against the droop-based power flow and it was

shown that for both methods different results are achieved, therefore, the necessity of

the new formulation was demonstrated. It was shown in the results obtained that the

drawback of this method is that only the fundamental frequency can be taken into

account; however, due to the power flow methods require small computation times, in

the order of milliseconds, these methods can be used for practical online applications,

such as, monitoring, control, optimization, etc.

An application of the extended power flow method for islanded AC microgrids was pre-

sented in the development of a hierarchical control scheme, where the optimal operating

points were computed using the extended power flow. This control scheme was imple-

mented and was online tested in a microgrid laboratory, showing a good performance for

random load and generator capacity profiles. Additionally, it was shown that even with

practical smart meters, which implies time delays in the communication, the control

achieved the desired optimal operating objectives. Therefore, it is concluded that the

application of the power flow method for the optimization of the primary control gains

can be extended to practical microgrids reliably.

Finally, in order to obtain the steady-state solution of controlled AC microgrids in-

cluding explicitly the commutation process of the power electronic converters without

needing a prohibitive computation time, a predictor-corrector scheme was proposed. In

this scheme, the hierarchical extended power flow method is used to obtain an initia-

lization vector, which is used later in the Newton methods. The proposed scheme was

evaluated using a case study microgrid and the results showed a significant reduction in

the computation time required by the Newton methods. Accordingly, it was shown that

this scheme is a reliable and fast tool to compute the periodic steady-state solution of

controlled nonlinear AC microgrids.
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Contributions

This section summarizes the main contributions from the point of view of the Author:

• The harmonic assessment of controlled AC microgrids, showing the necessity of

developing models and numerical methods for detailed and reliable analysis.

• The evaluation of six Newton methods for the steady-state computation of con-

trolled AC microgrids, showing their reliability to obtain solutions with a high

degree of detail, including harmonics, control schemes, and nonlinearities.

• The application and evaluation of parallel cloud computing in three Newton me-

thods to reduce their computation time.

• The formulation of the hierarchical extended power flow.

• The development and laboratory implementation of a hierarchical control scheme

for islanded AC microgrids, using the extended power flow as an optimizer.

• The development of a predictor-corrector scheme using the Newton methods and

the hierarchical extended power flow for the fast steady-state computation of con-

trolled AC microgrids.

Future work

The methods and contributions developed in this thesis showed the following promising

aspects that can be investigated in the future:

• Formulation of the hierarchical extended power flow for unbalanced systems.

• Stability and resonance evaluation of multi-microgrid systems.

• Improvement of the hierarchical control scheme by including parameter estimators.

• Development of management strategies including energy markets.

• Formulation of different control strategies for the power flow method.
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